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ABSTRACT: There are many online shopping websites such as, Amazon, Filpcart, Snapdeal and others. Number of 
online buyers and traders are increasing day by day. Therefore effective business techniques are needed to handle the 
large amount of data generated daily. Recommendation systems filter the data and provide adequate information to the 
users. Therefore recommendation systems are very useful in online shopping websites, e-commerce so that user can 
find the desired item form many items on website. Here we have proposed recommendation system for books to 
improve user experience on online book store and give user more accurate recommendation. The aim of the paper is to 
provide faster and efficient recommendations. We are using Apache Spark to build the recommendation system. 
Apache spark have ALS library for matrix factorization method which is collaborative filtering method. Along with 
this we are doing popularity estimation of every book and consider it while recommendation. Popularity estimation is 
used to solve cold start problem in recommendation system. 
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I. INTRODUCTION 
 
Many online books stores use recommendation systems to recommend the books to users. This helps user to find the 

book they might be interested in. This system is a win-win situation. That means it is beneficial for the user because it 
becomes easy to find the desired the book and it is also beneficial for the online book store company as they are 
attracting users by providing easy interaction. There are many approaches for building a recommendation system. They 
are collaborative filtering, content based filtering and hybrid. In collaborative filtering user’s rating history is used for 
predicting the items he/she may be interested in. Content-based filtering methods are based on a description of the item 
and a profile of the user’s preference. Hybrid approach combines collaborative filtering and content based filtering 
approach.  

We are using apache spark for collaborative filtering. spark.mllib currently supports model-based collaborative 
filtering, in which users and products are described by a small set of latent factors that can be used to predict missing 
entries. spark.mllib uses the alternating least squares (ALS) algorithm to learn these latent factors.  Popularity 
estimation is done by calculation number of rating given to particular user. In the end we combine the results from 
collaborative filtering and popularity estimation and then display the book recommendations. New user has not rated 
any books so it is difficult to rate the books using collaborative filtering as this method requires rating history of the 
user. This problem is called cold start problem. 

II. RELATED WORK 
 
In “A Distributed Hybrid Recommendation Framework to Address the New-User Cold-Start Problem” paper user 

classification and applying different algorithm for different user is given. 
In “Collaborative Filtering Recommendation Algorithm based on Hadoop and Spark” paper comparison between 

collaborative algorithm executed on hadoop and spark is given. It proves that Apache spark is better for the 
recommendation system than apache hadoop.  In-memory based RDD paradigm allows for more efficient work 
allocation between nodes, reducing costly read/write operations of intermediate results on hard drives. 

In “A Hybrid Distributed Collaborative Filtering Recommender Engine Using Apache Spark” paper collaborative 
filtering using apache spark is explained. 
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III. PROPOSED ALGORITHM 
A. Design Considerations: 

Here collaborative filtering and popularity estimation are two major components of recommendation system. Result 
of these modules is combined and final result is generated. The overall architecture of the proposed approach is 
illustrated in Fig. 1 

 

 
Fig.1. Architecture diagram of Book Recommendation System 
 

As shown in architecture diagram first user type is identified. We classified users in two types, new user and 
ordinary user. If user has not rated any books then it is new user otherwise it is ordinary user. If user is new user then 
we apply only popularity estimation. Because collaborative filtering is not suitable of new user as it requires rating 
history. If user is ordinary user then collaborative filtering and popularity estimation both are used. After that result 
from both algorithm is merged. 

B. Collaborative filtering: 

ALS is Matrix Factorization Algorithm. Matrix Factorization decomposes a large matrix into products of matrices.  
R = U * V 
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For example in recommendation systems, let us consider R as a matrix of User (Rows) and Ratings (Columns). Matrix 
factorization will allow us to discover the latent features that define the interactions between User and Ratings. In other 
words, ALS uncovers the latent features. 
R is m*n matrix 
U is m*r matrix - User and Feature matrix 
V is r*n matrix - Item and Feature Matrix 
So the model will allow U and V giving a low dimension feature space. Also, space efficient for large data sets. 
Following is how it works: 
1. M is initialized with the average item ratings as its first row and random numbers for the rest row. 
2. Alternate the calculation of the Cost function until we met the criteria: 
 Fix V and solve U by minimization of the cost function J(R, U, V) by resolving the least square error 

function 
 Now, Fix U and solve V by minimization of the cost function J(R, U, V) by resolving the least square error 

function[4] 
 
Spark MLlib implements a collaborative filtering algorithm called Alternating Least Squares (ALS), which has been 
implemented in many machine learning libraries and widely studied and used in both academia and industry. ALS 
models the rating matrix (R) as the multiplication of low-rank user (U) and product (V) factors, and learns these factors 
by minimizing the reconstruction error of the observed ratings. The unknown ratings can subsequently be computed by 
multiplying these factors. In this way, companies can recommend products based on the predicted ratings and increase 
sales and customer satisfaction. 

ALS is an iterative algorithm. In each iteration, the algorithm alternatively fixes one factor matrix and solves for the 
other, and this process continues until it converges. MLlib features a blocked implementation of the ALS algorithm that 
leverages Spark’s efficient support for distributed, iterative computation.[7] 

 

 
Fig.2. Matrix Factorization method 

 
C. Popularity Estimation  

The third type of recommendation algorithm is based on popularity. In general, items that most people are interested 
are usually a safe choice when you don’t know her particular preferences. In the case of new user, popularity becomes 
one possible solution to the cold start problem. Popularity of the bookcan be defined as the number of users that have 
rated that book. [1] 
 
D. User type Classification  
We classify the user as new user and ordinary user. If user is new user then popularity estimation algorithm is applied 
as collaborative filtering is not suitable. If user is ordinary user then both popularity estimation and collaborative is 
applied. If user has not rated any book then it is considered as new user otherwise it is ordinary user. 
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IV. PSEUDO CODE 
 
Step 1: Identifythe user as new or ordinary. 
  If new user goto step 4 
Step 2: Load training and test data into (user, book, rating) tuples 

def parseRating(line): 
 fields = line.split() 
 return (int(fields[0]), int(fields[1]), float(fields[2])) 
training = sc.textFile("…").map(parseRating).cache() 
test = sc.textfile(“…”).map(parseRating) 
 

Step 3:  Training recommendation model. 
  model= ALS.train(training, rank=10, iteration=5) 

Step 4:  make predictions on (user, book) pairs from the test data 
  predictions = model.predictAll(test.map(lambda x: (x[0], x[1]))) 
Step 5:  Calculate the popularity of books. 
Step 6: Display the recommended books. 
Step 7: End.     

V. SIMULATION RESULTS 
 
For implementing this system we have used flask framework which is written in python. We created web app using 

this framework. Web pages are written in HTML. Front end i.e. web pages are connected to the dataset using python. 
In front end we have created online book store website. User can login, logout, rate the book, search the book. 

We have used book-crossing dataset from site http://www2.informatik.uni-freiburg.de/~cziegler/BX/ . This dataset 
contains 278,858 users providing 1,149,780 ratings about 271,379 books. This dataset contains 3 tables BX-Users, BX-
Books, BX-Book-Ratings. BX-User contains user id, age, location. BX-Books contains book id, book title, book 
author, year of publication, publisher, image link. BX-Book-Ratings contains user, book id, rating expressed on scale 
from 1-10. 

Apache spark is fast and general engine for large scale data processing. We have implemented recommendation 
algorithms i.e. collaborative filtering and popularity estimation using apache spark framework. MLlib is apache spark’s 
scalable machine learning library. Spark brings data into RAM and then process it unlike hadoop where most time goes 
in writing data from disk to memory.  
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 Fig.3.Result of recommended books 
 

VI. CONCLUSION AND FUTURE WORK 
 

 The experimental findings show that running time of the algorithm is improved with Spark. However few 
challenges we faced is Spark demands a higher RAM size for in memory computation which is expensive. This paper 
usually solves the cold start problem and increases the recommendation results. In-memory based RDD paradigm 
allows for more efficient work allocation between nodes, 

reducing costly read/write operations of intermediate results on hard drives Much better scalability can be 
achieved if data is in the size of Terabytes. Thus using spark framework it gives more accurate results for the large data 
sets. But there is one limitation for apache spark that is memory requirement. For future scope we can add content 
based filtering. We can add Multilanguage facility. Demographic content can also be used for recommending new 
users.  
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