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ABSTRACT: This report is an introduction to Artificial Neural Networks. The various types of neural networks are 

explained and demonstrated, applications of neural networks like ANNs in medicine are described, and a detailed historical 

background is provided. The connection between the artificial and the real thing is also investigated and explained. Finally, 

the mathematical models involved are presented and demonstrated. 

                                                                                 I. INTRODUCTION  

 

A.What is a Neural Network? 

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological 

nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the 

information processing system. It is composed of a large number of highly interconnected processing. 

Elements(neurones) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN 

is configured for a specific application, such as pattern recognition or data classification,    through a learning process. 

Learning in biological Systems involves adjustments to the synaptic connections that exist between the neurones. This is 

true of ANNs as well. 

 

B. Historical background 

Neural network simulations appear to be a recent development. However, this field was established before the 

advent of computers, and has survived at least one major setback and several eras. 

Many importand advances have been boosted by the use of inexpensive computer emulations. Following an initial 

period of enthusiasm, the field survived a period of frustration and disrepute. During this period when funding and 

professional support was minimal, important advances were made by relatively few reserchers. These pioneers were able to 

develop convincing technology which surpassed the limitations identified by Minsky and Papert. Minsky and Papert, 

published a book (in 1969) in which they summed up a general feeling of frustration (against neural networks) among 

researchers, and was thus accepted by most without further analysis. Currently, the neural network field enjoys a resurgence 

of interest and a corresponding increase in funding. 

The first artificial neuron was produced in 1943 by the neurophysiologist Warren McCulloch and the logician 

Walter Pits. But the technology available at that time did not allow them to do too much. 

 

C. Why use neural networks? 

Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to 

extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A 
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trained neural network can be thought of as an "expert" in the category of information it has been given to analyse. This 

expert can then be used to provide projections given new situations of interest and answer "whatif"questions. 

Other advantages include: 

1. Adaptive learning: An ability to learn how to do tasks based on the data given for training or initial experience. 

2. Self-Organisation: An ANN can create its own organisation or representation of the information it receives during 

learning time. 

3. Real Time Operation: ANN computations may be carried out in parallel, and special hardware devices are being 

designed and manufactured which take advantage of this capability. 

4. Fault Tolerance via Redundant Information Coding: Partial destruction of a network leads to the corresponding 

degradation of performance. However, some network capabilities may be retained even with major network 

damage. 

D. Neural networks versus conventional computers 

Neural networks take a different approach to problem solving than that of conventional computers. Conventional 

computers use an algorithmic approach i.e. the computer follows a set of instructions in order to solve a problem. Unless 

the specific steps that the computer needs to follow are known the computer cannot solve the problem. That restricts the 

problem solving capability of conventional computers to problems that we already understand and know how to solve. But 

computers would be so much more useful if they could do things that we don't exactly know how to do. 

Neural networks process information in a similar way the human brain does. The network is composed of a large number of 

highly interconnected processing elements(neurones) working in parallel to solve a specific problem. Neural networks learn 

by example. They cannot be programmed to perform a specific task. The examples must be selected carefully otherwise 

useful time is wasted or even worse the network might be functioning incorrectly. The disadvantage is that because the 

network finds out how to solve the problem by itself, its operation can be unpredictable. 

Neural networks and conventional algorithmic computers are not in competition but complement each other. There are 

tasks are more suited to an algorithmic approach like arithmetic operations and tasks that are more suited to neural 

networks. Even more, a large number of tasks, require systems that use a combination of the two approaches (normally a 

conventional computer is used to supervise the neural network) in order to perform at maximum efficiency. 

 

       II. ARCHITECTURE OF NEURAL NETWORKS 

 

A. Feed-forward networks 

Feed-forward ANNs allow signals to travel one way only; from input to output. There is no feedback (loops) i.e. 

the output of any layer does not affect that same layer. Feed-forward ANNs tend to be straight forward networks that 

associate inputs with outputs. They are extensively used in pattern recognition. This  type organisation is also referred to as 

bottom-up or top-down. 

 

B. Feedback networks 

Feedback networks can have signals travelling in both directions by introducing loops in the network. Feedback 

networks are very powerful and can get extremely complicated. Feedback networks are dynamic; their 'state' is changing 

continuously until they reach an equilibrium point. They remain at the equilibrium point until the input changes and a new 

equilibrium needs to be found. Feedback architectures are also referred to as interactive or recurrent, although the latter 

term is often used to denote feedback connections in single-layer organisations. 

 

C. Network layers 

The commonest type of artificial neural network consists of three groups, or layers, of units: a layer of "input" 

units is connected to a layer of "hidden" units, which is connected to a layer of "output" units 

 The activity of the input units represents the raw information that is fed into the network. 
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 The activity of each hidden unit is determined by the activities of the input units and the weights on the 

connections between the input and the hidden units. 

 The behaviour of the output units depends on the activity of the hidden units and the weights between the hidden 

and output units. 

This simple type of network is interesting because the hidden units are free to construct their own representations 

of the input. The weights between the input and hidden units determine when each hidden unit is active, and so by 

modifying these weights, a hidden unit can choose what it represents. 

We also distinguish single-layer and multi-layer architectures. The single-layer organisation, in which all units are 

connected to one another, constitutes the most general case and is of more potential computational power than 

hierarchically structured multi-layer organisations. In multi-layer networks, units are often numbered by layer, instead of 

following a global numbering. 

    Another way to calculate the EW is to use the Back-propagation algorithm which is described below, and has become 

nowadays one of the most important tools for training neural networks. It was developed independently by two teams, one 

(Fogelman-Soulie, Gallinari and Le Cun) in France, the other (Rumelhart, Hinton and Williams) in U.S. 

 

                                                 III. APPLICATIONS OF NEURAL NETWORKS 

 

A.Neural Networks in Practice  

Given this description of neural networks and how they work, what real world applications are they suited for?Neural 

networks have broad applicability to real world business problems. In fact, they have already been successfully applied in 

many industries. 

since neural networks are best at identifying patterns or trends in data, they are well suited for prediction or forecasting 

needs including: 

 

  sales forecasting 

  industrial process control 

  customer research 

  data validation 

  risk management 

  target marketing 

 

But to give you some more specific examples; ANN are also used in the following specific paradigms: recognition 

of speakers in communications; diagnosis of hepatitis; recovery of telecommunications from faulty software; interpretation 

of multimeaning Chinese words; undersea mine detection; texture analysis; three-dimensional object recognition; hand-

written word recognition; and facial recognition. 

 

 B. Neural networks in medicine 

Artificial Neural Networks (ANN) are currently a 'hot' research area in medicine and it is believed that they will 

receive extensive application to biomedical systems in the next few years. At the moment, the research is mostly on 

modelling parts of the human body and recognising diseases from various scans (e.g. cardiograms, CAT scans, ultrasonic 

scans, etc.). 

Neural networks are ideal in recognising diseases using scans since there is no need to provide a specific algorithm 

on how to identify the disease. Neural networks learn by example so the details of how to recognise the disease are not 

needed. What is needed is a set of examples that are representative of all the variations of the disease. The quantity of 

examples is not as important as the 'quantity'. The examples need to be selected very carefully if the system is to perform 

reliably and efficiently. 
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C. Modelling and Diagnosing the Cardiovascular System 

Neural Networks are used experimentally to model the human cardiovascular system. Diagnosis can be achieved 

by building a model of the cardiovascular system of an individual and comparing it with the real time physiological 

measurements taken from the patient. If this routine is carried out regularly, potential harmful medical conditions can be 

detected at an early stage and thus make the process of combating the disease much easier. 

A model of an individual's cardiovascular system must mimic the relationship among physiological variables (i.e., 

heart rate, systolic and diastolic blood pressures, and breathing rate) at different physical activity levels. If a model is 

adapted to an individual, then it becomes a model of the physical condition of that individual. The simulator will have to be 

able to adapt to the features of any individual without the supervision of an expert. This calls for a neural network. 

 Electronic noses 

ANNs are used experimentally to implement electronic noses. Electronic noses have several potential applications 

in telemedicine. Telemedicine is the practice of medicine over long distances via a communication link. The electronic nose 

would identify odours in the remote surgical environment. These identified odours would then be electronically transmitted 

to another site where an door generation system would recreate them. Because the sense of smell can be an important sense 

to the surgeon, telesmell would enhance telepresent surgery.  

 

 Instant Physician 

    An application developed in the mid-1980s called the "instant physician" trained an autoassociative memory neural 

network to store a large number of medical records, each of which includes information on symptoms, diagnosis, and 

treatment for a particular case. After training, the net can be presented with input consisting of a set of symptoms; it will 

then find the full stored pattern that represents the "best" diagnosis and treatment. 

 

 Neural Networks in business 

Business is a diverted field with several general areas of specialisation such as accounting or financial analysis. 

Almost any neural network application would fit into one business area or financialanalysis.  

There is some potential for using neural networks for business purposes, including resource allocation and scheduling. 

There is also a strong potential for using neural networks for database mining, that is, searching for patterns implicit within 

the explicitly stored information in databases. Most of the funded work in this area is classified as proprietary. Thus, it is 

not possible to report on the full extent of the work going on. Most work is applying neural networks, such as the Hopfield-

Tank network for optimization and scheduling. 

 

 Marketing 

There is a marketing application which has been integrated with a neural network system. The Airline Marketing 

Tactician (a trademark abbreviated as AMT) is a computer system made of various intelligent technologies including expert 

systems. A feedforward neural network is integrated with the AMT and was trained using back-propagation to assist the 

marketing control of airline seat allocations. The adaptive neural approach was amenable to rule expression. Additionaly, 

the application's environment changed rapidly and constantly, which required a continuously adaptive solution. The system 

is used to monitor and recommend booking advice for each departure. Such information has a direct impact on the 

profitability of an airline and can provide a technological advantage for users of the system.  

 Credit Evaluation 

The HNC company, founded by Robert Hecht-Nielsen, has developed several neural network applications. One of 

them is the Credit Scoring system which increase the profitability of the existing model up to 27%. The HNC neural 

systems were also applied to mortgage screening. A neural network automated mortgage insurance underwritting system 

was developed by the Nestor Company. This system was trained with 5048 applications of which 2597 were certified. The 

data related to property and borrower qualifications. In a conservative mode the system agreed on the underwritters on 97% 

of the cases. In the liberal model the system agreed 84% of the cases. This is system run on an Apollo DN3000 and used 

250K memory while processing a case file in approximately 1 sec.  
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                                                        IV. THE LEARNING PROCESS 

 

The memorisation of patterns and the subsequent response of the network can be categorised into two general paradigms: 

 associative mapping in which the network learns to produce a particular pattern on the set of input units whenever 

another particular pattern is applied on the set of input units. The associtive mapping can generally be broken down 

into two mechanisms:  

 

 auto-association: an input pattern is associated with itself and the states of input and output units coincide. This is used 

to provide pattern completition, ie to produce a pattern whenever a portion of it or a distorted pattern is presented. In 

the second case, the network actually stores pairs of patterns building an association between two sets of patterns. 

 

 nearest-neighbour recall, where the output pattern produced corresponds to the input pattern stored, which is closest to 

the pattern presented, and 

 fixed networks in which the weights cannot be changed, ie dW/dt=0. In such networks, the weights are fixed a 

priori according to the problem to solve. 

 adaptive networks which are able to change their weights, ie dW/dt not= 0. 

  All learning methods used for adaptive neural networks can be classified into two major categories: 

 

 supervised learning which incorporates an external teacher, so that each output unit is told what its desired response to 

input signals ought to be. During the learning process global information may be required. Paradigms of supervised 

learning include error-correction learning, reinforcement learning and stochastic learning. 

An important issue conserning supervised learning is the problem of error convergence, ie the minimisation of error 

between the desired and computed unit values. The aim is to determine a set of weights which minimises the error. One 

well-known method, which is common to many learning paradigms is the least mean square (LMS) convergence. 

 

 Unsupervised learning uses no external teacher and is based upon only local information. It is also referred to as self-

organisation, in the sense that it self-organises data presented to the network and detects their emergent collective 

properties. Paradigms of unsupervised learning are Hebbian lerning and competitivelearning. Ano2.2 From Human 

Neurones to Artificial Neuronesther aspect of learning concerns the distinction or not of a seperate phase, during which 

the network is trained, and a subsequent operation phase. We say that a neural network learns off-line if the learning 

phase and the operation phase are distinct. A neural network learns on-line if it learns and operates at the same time. 

Usually, supervised learning is performed off-line, whereas usupervised learning is performed on-line. 

 

A. Transfer Function 

The behaviour of an ANN (Artificial Neural Network) depends on both the weights and the input-output function 

(transfer function) that is specified for the units. This function typically falls into one of three categories: 

  linear (or ramp) 

  threshold 

  sigmoid 

 

For linear units, the output activity is proportional to the total weighted output. 

For threshold units, the output is set at one of two levels, depending on whether the total input is greater than or less than 

some threshold value. 

For sigmoid units, the output varies continuously but not linearly as the input changes. Sigmoid units bear a greater 

resemblance to real neurones than do linear or threshold units, but all three must be considered rough approximations.We 

can teach a three-layer network to perform a particular task by using the following procedure: 



                               
               ISSN(Online): 2320-9801 

                  ISSN (Print):  2320-9798                                                                                                                                 

 

 

International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 12, December 2015  

 

Copyright to IJIRCCE                                                  DOI: 10.15680/IJIRCCE.2015. 0312055                                                          12895        

 

1. We present the network with training examples, which consist of a pattern of activities for the input units together 

with the desired pattern of activities for the output units. 

2. We determine how closely the actual output of the network matches the desired output. 

3. We change the weight of each connection so that the network produces a better approximation of the desired 

output. 

 

  B. The Back-Propagation Algorithm 

In order to train a neural network to perform some task, we must adjust the weights of each unit in such a way that 

the error between the desired output and the actual output is reduced. This process requires that the neural network compute 

the error derivative of the weights (EW). In other words, it must calculate how the error changes as each weight is 

increased or decreased slightly. The back propagation algorithm is the most widely used method for determining 

the EWThe back-propagation algorithm is easiest to understand if all the units in the network are linear. The algorithm 

computes each EW by first computing the EA, the rate at which the error changes as the activity level of a unit is changed. 

For output units, the EA is simply the difference between the actual and the desired output. To compute the EA for a 

hidden unit in the layer just before the output layer, we first identify all the weights between that hidden unit and the output 

units to which it is connected. We then multiply those weights by the EAs of those output units and add the products. This 

sum equals the EA for the chosen hidden unit. After calculating all the EAs in the hidden layer just before the output layer. 

 

V. CONCLUSION 

 

The computing world has a lot to gain fron neural networks. Their ability to learn by example makes them very 

flexible and powerful. Furthermore there is no need to devise an algorithm in order to perform a specific task; i.e. there is 

no need to understand the internal mechanisms of that task. They are also very well suited for real time systems because of 

their fast responseand computational times which are due to their parallel architecture. 

Neural networks also contribute to other areas of research such as neurology and psychology. They are regularly 

used to model parts of living organisms and to investigate the internal mechanisms of the brain. 

Perhaps the most exciting aspect of neural networks is the possibility that some day 'consious' networks might be 

produced. There is a number of scientists arguing that conciousness is a 'mechanical' property and that 'consious' neural 

networks are a realistic possibility. 
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