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ABSTRACT:The world wide web can be viewed as a repository of opinions from users spread across various 
websites and networks, and today’s netizens look up reviews and opinions to judge commodities, visit forums to 
debate about events and policies. With this explosion in the volume of and reliance on user reviews and opinions, 
manufacturers and retailers face the challenge of automating the analysis of such massive amounts of data (user 
reviews, opinions, sentiments). Armed with these results, sellers can enhance their product and tailor experience for 
the customer. Similarly, policy makers can analyse these posts to get instant and comprehensive feedback. Or use it 
for innovative ideas that democratize the policy making process. This paper is the outcome of our research in 
gathering opinion and review data from popular portals, e-commerce websites, forums or social networks; and 
processing the data using the rules of natural language and grammar to find out what exactly was being talked about 
in the user's review and the sentiments that people are expressing. Our approach diligently scans every line of data, 
and generates a cogent summary of every review (categorized by aspects) along with various graphical 
visualizations. A novel application of this approach is helping product manufacturers or the government in gauging 
response. 
 
KEYWORDS: Sentiments; analysis; software classification; e-commerce websites; reviews; ranking. 
 

I. INTRODUCTION 
 
Today the sheer volume of data being that is generated ever is enormous and making any sense out of that data is a 

tedious task. However, constant efforts and research in this area have led the automation of the process to some extent. 
With this project, we aim to further this automation process. Using a combination of data aggregation techniques, NLP, 
linguistic analysis and popular visualization techniques we generate visually appealing and easy to understand graphs 
which provide summarized feedback. This is done by performing detailed sentiment analysis on the data. The fields of 
opinion mining and sentiment analysis are distinct but deeply related. Opinion mining focuses on polarity detection 
[positive, negative or neutral] whereas sentiment analysis involves emotion recognition. Because detecting the polarity 
of text is often a step, in sentiment analysis. 

In the proposed approach, the algorithm will first get the reviews of products from the given URL and then parse 
the reviews clean them. Find the positive and negative polarity for each review against the product. The product is 
again rated on the various attributes namely Screen, Phone, Price, Speaker, Battery, Camera & Quality and then 
provide the overall sentiment distribution of product. 

 
II. RELATED WORK 

 
Summarizing sentiment and summarizing sentiment by extracting and aggregating sentiment over rateable aspects has 
been a very active area of research recently. In the previous approach the user demonstrated a multi-step methodology 
that combines cutting edge techniques in multi-document summarization, polarity classification and sentiment analysis. 
IT automatically synthesizes, filters, and summarizes user product reviews into a compact list of positive and negative 
opinions as expressed in the reviews. 
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Disadvantages of Previous Approach: 
[1] The previous approach just finds reviews of previous product manually by collecting data in the form of an excel 
file. 
[2] The previous approach will produce and classify the reviews as positive and negative but does not consider any 
attributes to get the best product.  
 

III. PROPOSED METHOD 
 
In the current approach, the application provides the flexibility to collect offline reviews as well as online reviews from 
Flipkart, Amazon, Snapdeal, Walmart, etc. using Web Crawler algorithm. After collecting the reviews, a series of data 
mining algorithms like data cleaning, tokenization and frequency computation are performed.  
The current approach also provides the concept of features. The features can be described as follows: 

1) Camera 
2) Memory 
3) Battery 
4) Touch 
5) Sound 
6) Screen 

The feature based frequency is also computed for all the collected reviews. 
The next sequence is to determine the sentiments namely Positive Polarity, Negative Polarity and Neutral Polarity by 
dividing the reviews into sentences and then computing the 3 polarities per review and per feature, also the polarities 
across reviews are added together to obtain Product based polarity. Once the product based polarity and feature based 
frequency are obtained then the products are ranked based on Positive Polarity Maximum, Negative Polarity Minimum 
and Neutral Polarity Maximum. 
 

IV. ALGORITHM 
 
The Methodology of the algorithm can be described as follows: 

1. Collection of reviews for the given Product and URL. 
2. Break the reviews into a sequence of statements. 
3. For each review and the corresponding statement, we need to perform the POS tagging to get POS tagged 

statements. 
4. For each statement, the verbs are found out and checked whether the verbs name is in the set {Screen, Phone, 

Price, Speaker, Battery, Camera, Quality}. 
5. For each statement and verb, the adjectives are found and then they are compared against a set of features 

across products. 
6. Feature Extraction Matrix is generated and product recommendations are generated based on the user searched 

feature. The FEM (feature extraction matrix) will help further in counting the number of positive and negative 
reviews for each feature. 
 
 

V. PHASES(MODULES) OF SIMULATION 
 
Review Collection 
Offline Phase 
Input- Review Description, Product Name. 
Output – Review Stored at the Data source. 
Online Phase 
Input – URL of review, Product Name, Site-Amazon or Flipkart. 
Output – Collected reviews from Amazon or Flipkart and stored in the format of Reviews in the data store. 
Data Cleaning 
Input – Collected Reviews and Stopwords. 
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Output – Cleaned reviews which does not contain any un meaningful words.  
Frequency Computation 
Input – Cleaned Reviews. 
Output – Tokens Formation and Frequency Computation per review. 
Feature based Frequency Computation 
Input- List of Tokens, Review IDs, Product IDs. 
Output – Computation of Frequency across all products and all reviews per feature. 
Sentiment based Computation 
Input – Reviews. 
Output- Positive, Negative and Neutral Sentiments. 
Feature Extraction Matrix (FEM) generation algorithm 
Input – Sentiment. 
Output – FEM matrix which has one row per product and one column per feature. 
Ranking Algorithm 
Input – FEM matrix and Search Query. 
Output – List of Products based on highest value of FEM for searched features. 
 

VI. SIMULATION RESULTS 
 
Simulation results shows the pictorial representation of different phases of the simulation. Offline reviews are 
submitted by providing the review details and product details as shown in the fig1. 
 

 
Fig. 1. Review Submission 

 
Online review collection also can be done by providing the URL of the site, using web crawler algorithm to fetch the 
reviews about the products from the website. The same has been simulated and got the results as shown in the fig2. 
 

 
Fig. 2. Online Review Collection using Web Crawler Algorithm 

 
Extracting the important keywords from the reviews and removing unimportant words done using data cleaning 
process.The cleaned reviews are as shown in the fig 3. 
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Fig. 3. Cleaned Reviews 
 

The frequency computation and tokenization is performed on cleaned reviews.Fig4 shows the tokenized frequency 
matrix. 
 

 
Fig. 4. Tokenised Frequency Matrix 

 
Fig 5 shows the feature extraction results and frequency computation per feature per product. 
 

 
 

Fig. 5. Feature Vector Matrix 
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Fig6 shows categorizing the reviews into positive, negative, neutral.  
 

 
Fig. 6. Product based polarity 

 
Fig7 shows the graphical representation (product id v/s neutral rating) of feature (e.g.: Battery) neutral polarity.  

 

 
Fig. 7. Neutral Polarity Graph for Feature – Battery 

 
 

Fig8 gives the UI for the user to search product (e.g.: Mobile) with feature.  
 

 
Fig. 8. Mobile Search 
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Fig9 Displays the list of products according to their ranks(FEM) base on the user search query. 
 

 
Fig. 9. Product Ranking based on the Searched Content 

 
VII. CONCLUSION AND FUTURE WORK 

 
As size of information present on the internet has taken a shape of the giant, it has become a necessity to increase the 
efficiency of the search engines. Web mining is aiming in this direction.  In this work, we have done both feature-based 
and based on negative, neutral and positive polarity. In future---- 

1) More Number of products can be taken into consideration, so that more products can be recommended. 
2) More Number of features can be taken into consideration to suggest more unique and good products. 
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