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ABSTRACT: Medical domain is the wide range of information for the machine learning and deep learning 
methodologies and all the information we provided to the models can identify some of the insights of the features, 
which we are unable to identify with our knowledge. This research will speak on the diabetes dataset which was used 
for the identification of correlation between different attributes in the dataset. The machine learning will help to 
identify different things with respect to the models and all the information we are providing to the patients in the 
manner of reports and the treatment. This information is classified and this is the matter of security. But what if we can 
identify some new things from that information which is a classified, this comes to the picture for machine learning and 
this research work which we are mentioning in this article is about identifying the correlation between the samples of 
the information. This information is in the form of features and all the information we pass to the model can help to 
some extinct of identifying the apt feature and to identify the correlation of it with the next feature in the same model. 
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I. INTRODUCTION 
 

Health care is the major area for finding new information related to new diseases and the information and the clusters 
we find in health care data is more than any other kind of information. Health care is the most invested domain for the 
prediction model and the machine learning models using on health care information can identify some new things in 
each sector of the data available[1-5]. The information retrieved from the repositories of the health care will help use to 
insight the requirements of the implementations of the machine learning and deep learning methodologies. The 
implementation takes with the help of reputed algorithms and in general we call those as the models and the models 
like random forest, decision trees etc. the implementation of the decision trees was explained in this article with the 
sample outputs we acquired[6-8]. The implementation dealing with the correlations of the different attributes related to 
the different diseases. In this paper we discussed regarding the diabetes and the patient information related to the 
diabetic. This is some sort of chronic disease and the information related to the patients is stored in the form of the 
structured. This information is retrieved and subjected to the pre-processing. The pre-processing consists of removing 
the fake and unwanted information from the data set and the data after the process is used for the modeling. 
 
Decision tree is the algorithm or we call it as a model used for identifying the output which is the final verdict based on 
the rules we impose on the data with the model. The model can consists of many kinds of information like, multi class 
representation using which we can build a multi class classification or regression mode[9-12]. The difference between 
classification and regression differs in identifying the data and which kind of data we are gathering. For example we 
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can consider the data like house rent prediction which consists of the information like square feet, number of rooms, 
distance from reputed locations etc. this is the static information which cannot be changed time to time. This kind of 
data can be subjected to classification. For example we are considering stock market as the prediction domain and the 
information we gathered can be the kinetic one. Because the information will change from time to time. This can be 
considered as the regression problem and we might not have any labels for the identification. The health care 
representation consists of some of the other research methodologies like neural networks, CNN, RNN, KNN etc. the 
most of the cases in the medical domain or any such kind of complex domains majorly work on CNB classifier. CNB 
classifier is the highest accuracy rate algorithm or model which can be helped for the identification of the features with 
the highest probability ratio. 
 
The highest probability can be achieved the feature selection related to the domain. For example we have thousands of 
records in a dataset with some samples of 100 features. We cannot use all of the above features which can reduce the 
accuracy of the model. These are the some of issues will be discussing the lateral part of the section and all the 
information we provide in the literature survey has collected from the reputed medical device and medical third part 
organizations. Most of the literature review will be on identifying the kind of data and the next section will explain the 
proposed wok. Later section will explain the sample outputs we generated with our model based on the rule generation 
next we conclude the section with the apt information related to the title[13-14]. 
 

II. LITERATURE SURVEY 
 

The literature survey mostly will discuss about the information related to the corporate which are being used for the 
development different medical related products which are used for the information retrieval. This information retrieved 
from different sources consists of the features which are as inputs. These inputs from the devices further need to be 
processed in the form of prediction models. Medical applications are used for the major implementations of the 
machine learning. To identify the importance of the knowledge base and the importance of the knowledge 
representation, we need to design the models with the sample rules. The rules are generated by the humans are 
subjected to the code. The code generated has to learn from the past experiences and the experiences we provide to the 
code are based on the human intelligence. The intelligence can be achieved by the group of people which can be related 
to the same domain of implementation. For example if the people we gathered are related to diabetics. They can give 
complete information about the disease the alternative treatments, medication and what are the things to be learned for 
the self treatment in the case of emergency. In this instance we need to identify the features which are correlated with 
each other. The features which are correlated are subjected to be the best part of implementation of the machine 
learning methodologies. The methodologies which are considered in this instance will lead you to the best part of the 
prediction model and its implementation. The implementation will run with related to the every part of the models and 
the every part of the feature we are considering.  
 
i. MEDENT 
MEDENT is the electronic health record application designed to make a better platform for the medical information 
and better utilization of the software which can be used for the medical applications. We have an user interface to the 
user requests for the medical services and all the requests are carried to the repository and based on this we have a 
conclusion for storing the medical records and providing the medical services. 
Figure 1 explains the MEDENT chart central form which will carry the information related to the patients in the form 
of fields and all the information is carried to the server and the information provided will be considered to be the best 
part of understanding the correlation between the features. 
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Fig: 1: MEDENT chart central form 

 
ii. Salesforce Health Cloud 
The implementation of the cloud computing platform is the major assert for the implementations of different health care 
related task. These tasks are used to find the way to help the poor for better implementation of the resources of the 
medical applications. These applications are used for the implementation of the best models. The models which are 
launched on the cloud can be used for any kind purpose related to health and the information and the service can be 
accessed at any time [15-17]. 
Machine learning application like Lybrato, MediPro is the other examples for the health care applications. 
The most of the scenarios are being used in the machine learning applications is, they are being used for the data 
storage and access. If they are used in the full fledged manner they can be used for any kind of applications. 
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Fig: 2: Saleforce Health Cloud Dashboard 

 
III. PROPOSED WORK 

 
In our Study, we’ll use the Diabetes patient Data in which we’ll analyze the each attributes statistics, and find the 
correlations between attributes to another attribute. This will help us to find the best predicting attribute for the final 
prediction as outcome. In previous studies there was lot of work done in the health field to find the best technique or 
predicting the Disease Status. But in our study, we’ll analyze the data more interactively, will find the co-relations 
between dataset attributes, will proceed to find the final result as prediction of disease and at the end of study we’ll also 
complete the comparative study of evaluations[18]. 
Diabetics is the most common thing in this present generation and this application and the research are used for 
analyzing the importance of the features and the importance of the correlation between the features. These are the 
considerations which have to be followed and the information retrieved from the different sources can also affect the 
modeling scenario. 

i. Implementation:  We have a dataset for Diabetic Patients with the Disease symptoms as attributes. We 
have some screen captures of dataset indicating some important statistical information of data values.   
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Fig: 3 Dataset Attributes 

 
In above figure we have a list of attributes contained in the dataset. Each attribute has some statistical 

information in the figure i.e. the data type of the attribute such as integer/real/Polynomial etc. , missing values of the 
specific attribute, Minimum value of the attribute in whole dataset, Maximum value of the attribute in whole dataset, 
the Average of the attribute value. 

 
Graphical View of all attributes: The given figure represents the graph position of each attribute according to the 
variance of the values and indicated by the color variation [19]. 
 

 
Fig 4: Graph for all attributes 
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Finding Co-relation among the attributes: In this section we’ll find the co-relation among the various attributes of 
the dataset. Because each attribute in our dataset plays a role of a particular symptom of  the disease, the co-relation 
shows the dependency of the one symptom to another symptom. The Co-relation also denotes the major cause of the 
disease as having maximum weight. Finding co-relation minimizes the extra effort for finding the outcome and the  
processing cost. If we could identify the major causes of the disease, then the size of dataset can be reduced and the 
processing efforts and cost can be minimized. 
 To find the co-relation amog the dataset attributes, we’ll use an operator (technique) named as weight by 
corelation. This operator process each attibute of the given dataset and find the weight of each attribute 
comparetively[20].  
 

 
Fig 5:  Corelation Process 

 

 
Fig 6:  Attributes with their respective weights 
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 In above figure there is a table containing list of attributes of dataset and their respective weights  according to 
the attributes values. The maximum weight denotes the maximum dependency of that particular attribute on the 
prediction variable or attribute. And the least attribute weight represents the minimal dependency on the decision 
attribute. The the conclusion of the story is that the least weight attributes  can be ingnored during the prediction 
process. 
 

 
Fig:7 Graphical presentation of the test result 

 
 In above figure, we have a pictorial representation of the Co relation test result through pie-chart.  Each 
section in pie chart represents the weight of attribute. 
 
Predicting the Disease using Decision Tree Model Process: Decision Tree is one of the practicle categoriztion 
technique to understand the basic scenario of the dataset. We’ll use this technique to understand the basic catogrization 
of the dataset attributes and shall use this process model to predict the major causes of the disease. To use this 
technique we’ll use the Decision Tree operator and provide the dataset with major attributes found in the corelation test 
i.e. use those attributes that had maximum weights[21]. 
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Fig 8: Decision tree Model Process 

 

 
Fig 9: Result of Decision Tree (Graphical View) 

 
 In above figure, we have a graphical view of decision tree construction. We can see each node with its 
predicting statistical measure. And according to its discreet values the splitting was done. The categorization of nodes 
represents the dependency of the attributes on its parent attribute. Like Glucose have two children i.e. BMI and AGE. 
The Top most Node represents the Major cause of the disease and so on. 
 
Basic Rule generation using Decision Tree: In this section of study, we are generating some important rules for 
disease causes with their important statistical measures i.e. confidence and support. These rules are generated from the 
above decision tree process. It will indicate the whole process result or decision tree construction rules. By going 
through these rules we can easily identify the major causes of the disease in our case. We can see that the Glucose, 
BMI, Age have maximum support in comparison of other attributes.  
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Fig 10: Rules generated from decision tree 

 
W-Logistics approach for finding results: The W-Logistic is regression process in data analytics. The W denotes the 
extension i.e. this is the Weka Extension. Weka is a open source tool for data mining and data analytics. It is java based 
open source tool containing some of the major data mining techniques in the form of algorithms. regression 
examination could be a heap of factual procedures for assessing the connections among variables. It incorporates 
various strategies for displaying and breaking down a couple of variables, once the eye is on the association between a 
dependent variable and a minimum of one free variables. All the additional expressly, regression examination 
encourages one see however the run of the mill estimation of the dependent variable changes once any of the 
autonomous variables is fluctuated, whereas the opposite free variables area unit control fastened[22].  
Now we’ll apply the W-Logistic Operator on the given dataset and find the final result. 
 

 
Fig 11: Processing of W-Logistic Operator on the Dataset 

 
 Now we have the result of the above process. The Result contains the coefficients and odds ratios of the 
Variables with their respective classes.   
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Fig 12: Final result of the W-Logistic Operation 

 
Performance Evaluation of the used Techniques: In this section of study, we’ll evaluate the comparative 
performance of the both techniques i.e. Decision tree and W-Logistic. 

i. Decision Tree Performance Evaluation: We have some performance evaluation measures in data 
analytics to evaluate the performance of the technique. These are Accuracy confusion matrix, AUC 
curves, True Positive Rate and precision Matrix. We’ll test each of them step by step. This is will done by 
using the performance operator in the tool. The screen capture of complete process is given in the figure 
placed below: 

 

 
Fig 13: The complete process of performance evaluation 
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Fig 14:  The confusion matrix for Accuracy 

 
 In above figure there is a confusion Matrix for evaluating the accuracy measure of the decision tree process. It 
is a 3-D visualization having the regular intervals of the accuracy values.  

 

 
Fig 15: AUC curve measure of Decision Tree 

 
 In above figure the graph show the AUC curve of the decision tree process for performance on the given 
dataset. According to the graph, the result is satisfactory. Because it reaches its maximum level of accuracy. 
 

 
Fig 16: Confusion Matrix for Precision 
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In above figure there is a confusion Matrix for evaluating the accuracy measure precision of the decision tree 
process. It is a 3-D visualization having the regular intervals of the accuracy values. 

 

 
Fig 17: Confusion Matrix for TP rate 

 
In above figure there is a confusion Matrix for evaluating the accuracy measure  of the decision tree process 

i.e. True positive rate. It is a 3-D visualization having the regular intervals of the TP rate  accuracy values. 
ii. W-Logistic Performance Evaluation: We have some performance evaluation measures in W- Logistic 

data analytics to evaluate the performance of the technique. These are Accuracy confusion matrix, AUC 
curves for Threshold, and precision Matrix. We’ll test each of them step by step. This is will done by 
using the performance operator in the tool. The screen capture of complete process is given in the figure 
placed below: 
 

 
Fig 18: The complete process of performance evaluation of W-Logistic 
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Fig 19: The confusion matrix for Accuracy 

 
In above figure there is a confusion Matrix for evaluating the accuracy measure of the decision tree process. It is a 3-D 
visualization having the regular intervals of the accuracy values. 

 

 
Fig 20: AUC curve measure of W-Logistic 

 
 In above figure the graph show the Threshold AUC curve of the W-Logistic process for performance on the 
given dataset. According to the graph, the result is satisfactory. Because it reaches its maximum level of accuracy. 
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Fig 21: Confusion Matrix for precision 

 
In above figure there is a confusion Matrix for evaluating the accuracy measure of W-Logistic process i.e. 

True positive rate. It is a 3-D visualization having the regular intervals of the precision values. 
 

IV. CONCLUSION 
 

Machine learning is the most prominent platform for the implementation of the different future scope domains like 
health care, vision technologies etc. Decision tress are the most prominent model which is being used for different real 
time problems like prediction models, and some of the most important thing is identifying the correlation between the 
features of the models. These are the things which are required for getting highest accuracy rate for the model. This is 
the most important thing for the machine learning engineer to identify the best features and the correlation among the 
features.  
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