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ABSTRACT: In anime production, drawing images of characters in desirable positions is acrucial yet time-consuming
activity. In this work, we introduce the Collaborative Neural Rendering (CoNR) technique, which uses a few freely
posed reference images from character sheets to generate new images. The wide range of body types found in anime
characters generally makes it impossible to use 3D body models that are universal for real-world humans, such as
SMPL. In order to get aroundthis problem, CoNR employs a unique and condensed type of landmark encoding that gets
around the need for a pipeline-wide UV mapping. Additionally, by employing feature space cross-view dense
correlation andwarping in a specially created neural network construct, CoNR's performance can be greatly improved
when there are many reference images. To aid in study in this field, we also gather a character sheet dataset comprising
over 700,000 manually drawn and synthesised images in various stances. Data and code will be made available.

KEYWORDS: Anime, Collaborative Neural Rendering, SMPL.
I. INTRODUCTION

Character sheets are a typical tool used by artists to showcase their character designs. Character sheets are sets of
images showing a certain character in various poses as seen from various angles.

However, for the majority of animation,comic, and game creation, coming up with freshposes for the characters is still a
difficult work.This is particularly true for anime, a well- known visual style where each character imageis traditionally
drawn by hand using human imagination and skill. It takes a lot of time to draw an anime frame sequence in the proper
positions, so it is difficult to translate for interactive applications like games or virtual avatar live broadcasting.

It is extremely difficult for computers to automatically generate character portraits using character sheets like human
artists do because of the semantic gap between the character sheets and the desired pose. A very new methodin computer
graphics called nonphotorealistic rendering makes it possible to create animeframes quickly and as needed. With its
unique blend of cutting-edge technology and creative cooperation, Anime Neural Rendering Collaborative is set to
revolutionise the way anime material is imagined, produced, and seen.

The growth of anime art through collaborative, Al-driven endeavours has exciting possibilities in store as long as
advancements in neural rendering techniques and collaborative platforms continue. A new area of study in computer
graphics and artificial intelligence called "Anime Neural Rendering Collaborative" uses neural rendering techniquesin
conjunction with collaborative methods to improve the production and visualisation of anime-style visuals and
animations. This creative convergence of methods combines the strength of teamwork with cutting-edge neural network
models to tackle the difficulties of producing expressive, high-quality animecharacter designs and scenarios.

Anime is a distinct art form that originated in Japan. It is known for its exaggerated features, brilliant colours, and
distinctive visual style, all of which add to its trademark aesthetic appeal. On the other hand,

neural rendering uses deep learning models to create realistic visuals by capturing minute details, complicated lighting,
and shading. The collaborative element presents a team effort, frequently comprising several artists or computer
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systems cooperating to realise a common artistic objective. At the very edge of innovation, collaborative neural
rendering with anime character sheets connects the realms of sophisticated Al-driven rendering with artistic
collaboration. The collaborative element presents a team effort, frequently comprising several artists or computer
systems cooperatingto realise a common artistic objective.

At the very edge of innovation, collaborative neural rendering with anime character sheets connects the realms of
sophisticated Al-driven rendering with artistic collaboration. As this subject develops further, it has the potential to
completely transform the production of anime content by allowing a widerange of artists to work together to create the
vivid and rich tapestry of anime graphics. At the nexus of collaborative workflows and neural rendering techniques,
Collaborative Neural Rendering utilising Anime Character Sheets is a unique paradigm designed especially for the
development and improvement of anime-style images. Through the use of multidisciplinary techniques, animators,
artists, and artificial intelligence work together to produce emotive and high-caliber anime content.

This new discipline aspires to provide visually attractive outcomes that capture thespirit of anime aesthetics, streamline
the anime creation process, and stimulate innovation by blending collaborative efforts with neural rendering
capabilities. Because of its unique aesthetic, anime has grown to be a popular kind of entertainment and artistic
expression throughout the world. Detailed scenes, complex character designs, and a sophisticated grasp of visual
storytelling are all necessary when making anime. Expert painters frequently needto invest a great deal of time and
energy on traditional approaches.

II. PROPOSED SYSTEM

In order to give characters life, anime character designers work together in a collaborative and creative process.
However, time limits, a lack of real-time contact, and the complexity of merging multiple artistic styles are just a few of
the problems that traditional methods of collaboration frequently confront. A system that improves the collaborative
character creation process by utilising neural rendering and collaborative learning techniquesis required to overcome
these issues.

The following is a description of the main goals of the "Anime Neural Rendering Collaboration" project:

* The main objective is to create sophisticated neural network rendering methods for anime- style pictures.

This might include researching new artistic philosophies, enhancing the quality of anime- style graphics, or even
developing tools that make it simple for artists to create and work with anime-style content.

* To use anime neural rendering to produce an anime motion video in real time.

The suggested approach seeks to establish a cooperative environment in which artists and neural networks collaborate
to generate diverse, artistically rich, and high- quality anime character renderings. It creates the motion by looking for
anime poses in collaborative neural rendering anime sheets. Create a varied collection of anime character sheets with a
range of expressions, styles, and stances. To guarantee consistency and suitability for training, preprocess the data.
Create a collaborative neural network architecture that can adjust its rendering depending on group inputs and learn
from anime character sheets.

III. METHODOLOGY

The project mainly comprises four consecutivetasks to be performed. These four tasks are as follows:
a. Task Formulation

Modiling of a character sheet

Ultra Dense Pose

Data preparation

Collaborative Neural Renderingf)

opo o
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Fig — 1: Anime neural RenderingcollaborationSystem Architecture

3.1 Task Formulation

We first observe real artists make anime drawings in order to learn more about this task. When sketching various body
parts on the canvas, artists usually use multiple reference photos from the character sheets because the appearance
aspects that are required at the intended position are usually scattered among these images.Taking a look ata sequence
of reference images I1... In the character sheet, human artists working on anime graphics are seen carrying out a
sequence of activities on the canvas followingeach image; this is similar to the commonly used format of tasks related
to artistic creation[48, 22, 37].

Since the character's stance is the solething that separates them from one another, thesequence's order can alternatively
be interpreted as the order of poses. Nevertheless, it is difficult to define the order of current poserepresentations or to
discretize them into satisfyingly small canonical categories due to the underlying mathematics of theserepresentations.
An algorithm or human may still have trouble locating a spot in the sequence for a 45-degree left side view if the
character is standing and facing back, a common position in the anime genre. For character sheets, the sequence
formulation istherefore not advantageous.

In order to prevent users from forcing it into a specific order during inference, the character sheet should permit
arbitraryordering.

Here, we provide a unique task formulation that disregards the sequence of reference pictures in € Sref and takes one
character sheet Sref as an input sample in its whole. An additional necessity for the input representation of the target
pose Ptar is tofurnish rendering instructions to the model. Mapping the input sample Sref to the target image y and
making sure it aligns with the intended target pose Ptar is one way to visualize this process.

y = f(Ptar, Sref )

3.1 Modeling of a Character sheet

We provide a Collaborative Inference technique for convolutional neural networks (CINN) in order to accurately model
the problem in 3.1.To generate matching inference findings, several copies of the same traditional convolutional neural
network can often be fedimages in any order. However, with a CNN, each image in a collection is defined as a single
input sample in its entirety. By applying feature-averaging to all related block outputs in multiple copies of an already-
existing convolutional neural network, we are able to create a network consisting of a dynamic number of sub-networks
that are connected bymessage-passing mechanisms and have the same weight. The inference result of the pipeline as a
whole is unaffected by the sub- networks' order because addition is commutative.

During a collaborative inferenceprocess on this network, a set of n reference images (or views) is sequentially inputted
inton weight-shared sub-networks. As depicted in Figure 3, these sub-networks collectivelyconstitute a fully connected
graph. This implies that, akin to a conventional neural network, each block within a sub-network transmits some of its
outputs to subsequent blocks and communicates some of its outputs as messages with equivalent blocks in all othersub-
networks. We use half of the messaging outputs of each block as edge weights to do a weighted average in order to
further tune the message sent at each block of each view.
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3.3 Ultra Dense Pose

We now present Ultra-Dense Pose (UDP), a condensed benchmark depiction created especially for characters from
anime. Itprovides greater artistic control over body aspects like garment motions and improved compatibility across a
wider range of anime body types. For anime characters in their video game adaptations, 3D models are frequently
employed as data representations. In a mesh, each vertex typically contains texture coordinates (u, v) or a vertex color
(r, g, b). Triangles are then used to create faces filled with color values or pixels obtained byinterpolating over the
barycentric coordinates of the texture coordinates.

As illustrated in Figure 2(a), we take agroup of anime body meshes and ask them to align their joints by performing the
same T- pose while standing in the centre of the universe. As seen in Figure 2(a), in order to create UDP, we first delete
the original texture and replace each vertex's colour (r, g, b) with alandmark, which is this vertex's current world
coordinate (X, y, z). The landmark at the relevant body part will stay the same when theanime body changes posture;
this is indicated by the same colour in Figure 2(b) nonetheless,the mesh's vertex can shift to a different location within
the global coordinate system.

To circumvent the challenges of unwarping 3D surfaces into a 2D UV map, UDP employs 3D coordinates as

landmarks.

The landmark at the relevant body portion will stay the same even if the anime body changes poses. In order to

circumvent the challenges associated with downsampling and mesh processing, we transform the altered meshes into

two-dimensional images that are more amenable to neural networks. This is accomplished by adding a camera,

eliminatingfaces that are obscured by it, and projecting only the faces that are visible to the camera intoa picture. A

floating-point image with an u, v, and 4 form values between 0 and 1 is theresultant UDP representation.

Three characteristics of this depiction that may help with the issues noted in 2.3 are revealed.

1) Because every small surface on an anime body, whether it comes from clothing orhair, can be automatically given
with a unique encoding without the need for laborious handwritten annotations, UDP is a detailed 3D posture
representation.

2) Because anime characters with comparable body shapes will also have uniformly pseudo-colored outfits, UDP is a
pose representation that is broadly compatibleand exchangeable.

3) The encoding specified in UDP alsohas the potential to describe the three- dimensional shape of the human body
locally. This additional geometric information could be valuable for subsequent tasks, even though it might not be
essential for the current objective of this study.

3.4 Data Preparation

We selected human-like characters from publicly available datasets [3, 24] to create a dataset of over 20,000 hand-
drawn anime characters, since character sheets typically used in anime-related sectors are not yet accessible to the
computer visioncommunity. Using the watershed algorithm, we manually performed matting to remove backgrounds
from the characters. Likewise,we used a similar method to acquire a background dataset for augmentation purposes.
There are many difficulties when manually annotating hand-drawn anime images with UDP (Unknown Person
Detection). As mentioned in section 3.3, we created a synthetic dataset using 3D polygons with an anime aesthetic to
solve the problem offew labels Then, we split the dataset into training and validation sets at a 16:1 ratio usinga hand-
drawn dataset that offers more character and stylistic variation and a dataset with high-quality UDP labels. To make
sure that the validation set contains characters that were not seen during training, this division wascarried out on a per-
character basis.

3.5 Collabrative Neural Rendering

Discussing the specific 3D configuration of the human body could offer extra geometric insights for future tasks,
despite not being essential to the current project's goals. Summary A renderer and an optional Ultra-Dense Pose
detector make up CoNR. The suggested approach's pipeline is depicted in Figure 3. Using a character sheet Sref and the
target pose's UDP representation P~ tar as inputs, the renderer creates character pictures of the desired pose.

By using reference images or videos, a UDP detector can produce the input UDP representation. The current physics
engine canseamlessly replace the UDP detector in interactive applications like games, allowing the anime figure's body
and fabric dynamics tobe computed directly.

Render Investigating the local 3D shape of thehuman body might provide further geometric insights for jobs that come

after, but it might not be necessary for this particular project. Ourrenderer is built upon a basic U-Net model [33]. We
present multiple updates to this foundation. First, as shown in Figure 3, we remove the UDP input from the encoder
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side and add the rescaled UDP input into each skipchannel from the encoder to the decoder usingthe nearest-sampling
technique. Thismodification enables us to save the encoder's evaluated results, which may then be applied to different
target UDPs in a video duringinference, and makes inference on movies more efficient.

Second, we employ two additional channels ineach decoder block, motivated by [13, 14], to create a flow-field and
carry out a grid sampling across the block's other outputfeatures in order to improve CNNs' capacity for long-range
lookups.

Overview of CoNR Illustrating the intricate 3D structure of the human body could offer supplementary geometric
insights for subsequent tasks, even though it may not be directly relevant to the current project's objectives. Reference
images from the input character sheet (denoted as I1 - - - In € Sref) are processed through modified U-Nets functioning
as sub-networks and fed into aConditional Invertible Neural Network (CINN). The outputs of each scale of the encoder
in every sub-network are combined and adjusted to encompass the identical UDP representation Ptar, which was
detected from the target image Itar. Weights are shared by identically coloured blocks. D1 through D4 denote the
decoder's blocks 1 through 4. The sub-networks use cross-view message forwarding to construct a fully connected
graph. The averaged message from pertinent blocks will be sent to every block in every other sub-network.

Sub-network structure of CoNR.

The local 3D shape study of the human body may provide more geometric information for jobs that come after,
although it may not be necessary for the goals of this project. Every input in the set Sref is handled by means of a U-
Net-formatted sub-network. Every decoder block's output passes through an average and warping process. Similar
blocks to those in other sub-networks are shown as semi- transparent blocks, while blocks with the samecolor represent
shared weights. In addition to sending outputs to blocks that come after it in the active sub-network, every block also
transmits a subset of its outputs as messages toblocks that come after it in every other sub- network. This procedure does
not use the UDProute.

Fig — 2: character sheets Fig — 3: Ultra Dense Pose

Fig — 4: Generated images in target pose
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VI. CONCLUSION

In this work, we present a new task: using several photos from character sheets, we produce anime character images
with required poses. For this objective, we created a straightforward feed-forward baseline called CoNR. We hope
that this paper's techniques anddatasets will stimulate more investigation.utilizing a number of photos from character
sheets to render anime characters in particular positions. The authors have set the groundwork for tackling this issue by
creating a simple feed-forward baseline model known as CoNR. The authors indicate their belief in the potential effect
and importance of their work beyond its immediate focus by closing with the hope that the methods and datasets
described in the paperwill serve as inspiration for future research.
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