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ABSTRACT: Nowadays, in India modernization tools are necessary in agricultural field sector to increase the 
economy. Information and Communication technology (ICT) is the efficient way to increase the productivity of 
agriculture. Development in internet has lead to the increment in data which results in emergence of data mining. In 
recent decades, extraction of useful knowledge based content and identifying the patterns in dataset are comprehended. 
Meaningful data need to be analyze and applied various disciplines for identifying the important features in agricultural 
domain. Understanding of appropriate techniques in data mining requires for analyzing large datasets. The aim of this 
paper is to build an information system for improving interaction between farmer and customer. The focus of this paper 
is to analyze and use of data mining technique specially regression analysis to predict the crop production to have 
decision making process easier. 
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I. INTRODUCTION 
 

Data mining is a multidisciplinary field in which data is analyzed from different perspectives and finds useful 
patterns from large dataset, transform information into knowledge by using sophisticated data analysis tool. Data 
mining is the process of extraction of information from large databases and it is a powerful new technology having a 
great potential to help researchers as well as others on the most important information in their data warehouses [1]. 
Data mining tools are used to predict the future trends and behaviors thus allowing businesses to make knowledge-
driven decisions. The prediction and classification are two key aspect of data mining. Due to the advancement in 
various data mining Techniques and methodologies for agricultural domain, they are characterized in such a way that 
researchers can get in depth details of their work area. Data mining process can be broadly classified into two 
approaches explorative data mining approach and predictive data mining approach for proposed project. Explorative 
technique evaluates the big data and formulates the high utility datasets pattern of database in a brief descriptive way. 
Predictive considers major fields, variables or keys of database to predict the other dependent variables and this is the 
one of the most important technique of Data Mining.  

The information system in our proposed work provides customer and farmer a proper channel of communication 
where information can access, retrieved and integrated. The quality of crop is key aspect in agriculture domain, the 
quality can be validated by using parameter such as price, fertilizer used soil productivity etc. The quality analysis and 
comparison made by customer for different crops available in portfolio give competitive advantages to farmers and 
customers. Forecasting future production of crops requires historical data analysis and finding useful pattern in the 
datasets, certain set of dependent and independent variable can be used to forecast the future production of respective 
crops. The relationship between dependent and independent variables can predict the future production of crops; the 
results may vary with change in values of dependent and independent variables. Strong correlation between different 
dependent and independent variable signify that proposed model fit into considered agriculture system. There are many 
data mining techniques in existence. Like clustering, classification, prediction i.e. regression, association rule mining. 

 Agriculture’s very important problem is yield prediction that can be solved using the existing data and using data 
mining technique that is regression [9]. They discuss that by applying data mining techniques the yield prediction 
problem can be solved. They work at finding data models which is suitable to achieve a high level accuracy also high 
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level generality for predicting yield capabilities. So many types of Data Mining techniques were estimated on to the 
different available data sets. They conclude that when it compare to the actual average production estimation of average 
production using Multiple Linear Regression Technique is given as 98% accuracy with respect to parameters.  

 Considering some assumptions data is preprocessed and then analyzed properly. Data preprocessing is important 
task of prediction.  Agricultural sector is relatively an emerging research field where lot of work is to be done. Many 
researchers are involved in this field. 

 
II. RELATED WORK 

 
   Related to cloud deployment model, work has been done earlier [1], it provide agriculture related information to the 
farmer mainly to those who have problem of getting updated information on time using cloud computing technology. 
Exploitation of the latest technologies like cloud computing and internet would make direct contribution to the 
productivity of agriculture.  
     During the development of other countries like China, they used cloud computing which provide early-warning and 
policy-making based on the agricultural products market, the tracing management of agricultural products quality [5]. 
In this paper they discussed for China's agricultural development what is the impacts of cloud computing and 
accordingly presented suitable application and also the cloud computing technology were considered as a long term 
system works. Cloud computing is a technology which build all data at center, enhance the service capabilities for 
different usage, integrate all the resources to perform special task, and make the data secured.  Based on the analysis of 
single factor from previous studies, [14] the paper attempts to study more factors comprehensively and finds the main 
factors which influence analysis by using multiple linear regression method. Its drawback is that the factors influencing 
farmers’ income is very complex, the paper can only choose some relatively important factors to analyze.  
     The Spss software is best software to analyze statistical data. The applied Spss software, how statistics of china 
agriculture are analyzed and established Linear regression model which estimates the effect of machinery and planting 
area that is total output of forestry, farming, fishery industries and animal husbandry [20]. They try to find the factors 
which will influence the total output of farming, animal husbandry, forestry and fishery industries  
     In [21], they focus on the scope for e-powering the people who live in the area like rural India and those who work 
for their benefits. The latest developments in Information Technology that facilitate effective Information Technology 
penetration to rural India, effective changes in pattern of information requirements & role of Information Technology, 
type of systems required in the post WTO (World Trade Organization) environment, first is the problems in e-powering 
rural India and second is that the possible solutions are examined. 
 

III. PROPOSED METHODOLOGY 
 
3.1 The Data Mining Process  

There are many data mining techniques available. For prediction purpose regression analysis method is 
present. Regression analysis is one of the most important statistical techniques for business applications. It's a statistical 
methodology that helps estimate the strength and direction of the relationship between two or more variables. The 
analyst may use regression analysis to determine the actual relationship between these variables by looking at a 
corporation's sales and profits over the past several years. The regression results show whether this relationship is valid. 
The first phase is the data collection from different sources and data preprocessing using SPSS software to find if all 
the assumptions fulfilled by the data, this process can be considered as an optimum technique. The second phase is to 
understand the data and find appropriate regression method for generating model of prediction for forecasting of crop 
production. This prediction model is mainly utilized for making decision making process easier. 
3.2 Methods and Procedures 
3.2.1 Data preprocessing 

Data preprocessing is an important task in data mining process. It transforms collected information into 
understandable format. As we know that real world data is noisy, inconsistent, incomplete and having lack of certain 
trends. This problem can be resolved by using data preprocessing task. Data preprocessing includes cleaning, 
transformation, normalization, feature extraction and selection. Data Collection allows users to take control of the 
entire data collection lifecycle, from survey creation, through survey deployment and management to survey reporting. 
Users can create anything from simple web-based surveys to sophisticated data collection projects administered in 
multiple languages and multiple modes (on the web, on the phone, on paper, face-to-face, etc.). Users can enforce data 
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quality through survey logic, real-time validation and calculations, sample management and quotas. Data Collection 
uses an author once, deploy anywhere and in any language approach to survey development ensuring that you can 
easily leverage multiple means of reaching an audience without compromising survey quality. For web-based, phone-
based and managed face-to-face surveys, Data Collection includes robust survey management and administration tools 
online to ensure visibility into the survey process. Survey results can be made available at any stage of data collection 
through flexible reporting facilities. 

SPSS is software in which data can be entered directly, or it can be imported from a number of different 
sources. Preparing data for analysis is one of the most important steps done by SPSS software. 
3.2.2 Regression 

This is a task performed to know the correlation between different fields and a way of knowing a function in 
which all the data items are analyzed and provided a real valued prediction outcome. There are two methods for 
prediction, they are linear regression (LR) and non linear regression (NLR).  

 
3.2.3 Linear regression 

In linear regression, an equation is generated which explains the relationship between more than one data 
fields especially between .independent and dependent variable. These variables are responsible for prediction of any 
given observation. There are again two methods depending on to the type of independent variables, they are simple 
linear regression and multiple linear regression. If the prediction is done on the basis of single independent variable i.e. 
if only one independent variable is responsible for prediction of single dependent variable then it is referred as simple 
linear regression and if two or more than two independent variables are responsible for predicting a single dependent 
variable then a method is referred as multiple linear regression.   
 
3.2.4 Equation 

In simple linear regression, we predict score of one variable from score of other variable. The variable we are 
predicting is referred to as y. The variable we are basing our prediction on is referred to as x. The equation is given as 
y=bx+a 
Where,   y - value to be predict 

b - Slope or rate of increase or decrease of y at each    unit increase in x 
x – Explanatory variable 
In multiple linear regression, we predict score of one variable from score of more than one variables. The 

variable we are predicting is referred to as y. The variables we are basing our prediction on are referred to as 
x1,x2,…,xn.  
The equation of multiple linear regression. 
y=b+a0x1+a1x2+a2x3+a3x4+a4x5 
Where,   y - dependent variable i.e. variable to be predict 
 b - Regression weight 

x1, x2, x3, x4, x5 – independent variables 
a0,a1,a2,a3,a4 – correlation coefficients 

  
3.2.5 Analysis 

Regression analysis is an indispensable tool for analyzing relationships between financial variables. For 
example, it can: Identify the factors that are most responsible for prediction. Determine how much a change in 
dependent variable will impact a prediction. Develop a forecast of the future value of the dependent variable. 
3.3 Cloud Computing 

Cloud computing describes a variety of computing concepts which involve huge amount of computers which are 
connected through a real-time communication network like the Internet. In science, cloud computing is for distributed 
computing over the connected network, and the way of ability to run a program or the existing application on to the 
many connected computers at the same time. The phrase also refers to the services based on network, which again 
appear to be provided by real server hardware, and these services also served up by virtual hardware and simulated by 
software which are running on one or more real machines. Actually virtual servers physically do not exist and so it can 
be moved around and scaled up or down on the fly and it will not affect the end user possibly, rather like a cloud. Cloud 
computing provide the means through which everything like from computing the power to computing the 
infrastructure, applications required, business processes to personal collaboration. It can be delivered to anyone as a 
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service wherever and whenever they need. Main advantages of cloud computing is centralized database, readiness for 
accessing data, local language communication, guidance to farmers and others to get correct and related solution, data 
security and mainly reducing load.  
                                             

IV. IMPLEMENTATION OF INFORMATION SYSTEM 
 

     Figure 4.1 shows the architecture of information system. The idea is to implement the application of providing 
qualitative analyzed data to the users to have decision making process easier.  

 
     Fig 4.1 Information system model 

 
The analyzed data is then used as an input in the SPSS software to perform prediction method for forecasting outcome. 
This mechanism efficiently simplifies the data mining process using qualitative data of the original dataset, to produce 
most accurate outcome. 
However, the qualitative data analysis process has to follow some steps to have positive effect on regression equation 
and to increase the predictive accuracy of results. The linear regression equation in regression method is modified 
accordingly using efficient variation of equation measures between independent features, this provide better separation 
of pattern classes, which provide all the possible patterns and improve the result accuracy. 
Information system provides all the details of farmer and customer and others to have direct communication with each 
other without using middle man. Bridging the gap between farmers and customer by providing products online 
analyzing features like production  location, warehouse location, quantity , etc,. E-farming and modernizing the 
agricultural field is the main aim of this information system. Using data mining technique, regression analysis all the 
process is possible and easier. 

 
A. Cloud computing in agriculture 

For modernizing agricultural field, cloud computing in agriculture is the efficient way to provide most updated 
information. Also the limitations of producer that is improper agricultural knowledge get fulfilled, repeating same 
process is reduced and helps to improve utilization of an existing resources. Nowadays, we don’t have enough technical 
support for the forecasting weather. Most of farmers are in a blind conformity state. Organizational form of production 
in agriculture is very simple, backward, and low degree of specialization of agricultural production areas, integrated 
agriculture is difficult to achieve. In addition, due to the limitations of the farmers such as at market forecasting, 
decision-making business, gathering useful information and capacity of logistics management is more lacking, which 
leads to a mismatch between the supply and demand.  

However, cloud computing in agriculture will provide guidance regarding modern equipments, machineries, 
techniques, methods to farmers and others to modernize agricultural field. The farmer in India should meet the demand 
of latest information, trends and news if any. This demand can be serve by cloud computing technology. It can increase 
farmer’s own interests and provide healthy development of market supply and demand. 
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V. EXPERIMENTAL RESULTS 
 
Now under this section, extensive experiments on real-world agricultural data are present. Multiple Linear Regression 
approach of regression analysis with respect to prediction factors is analyzed. The linear regression equation is 
estimated after following data preprocessing process. The multiple linear regression method was applied and results are 
compared accordingly.      

The experiment used the SPSS version 20 software in the implementation and utilization. A computer with 2 
Gigabyte memory, equipped with 2.80 Ghz Processor, and a proprietary 32 bit operating system was utilized. Microsoft 
Azure cloud computing platform to perform online data storage. 

The default settings in the SPSS software and in the multiple linear regression method configurations, was used in 
the experiment. 

 
A. Data collection 
Real world data is collected from different surveys. The dataset is collection of previous year historical data including 
the 7 parameters; they are year, rainfall, soilfertility, cropProduction, Temperature, watersupply and production. 
 

 
Fig 5.1 Data collection in SPSS software 

 
B. Data Pre-processing 
From the given data set selecting Production as dependent variable and all other are independent variables. However, 
only those variables are selected as independent variables that have linear relationship with dependent variables.  

 
Fig 5.2 Correlation table 

The figure shows the correlation table, specifying correlation of each variable with each of other variables. The value 
varies between -1 to +1, negative value specify negative relationship and positive value specify positive relationship. If 
the value is close to 1 gives more correlation of that variable with respected variable. From above table, year has 
negative relation while others have positive relation with production variable. Hence, independent variables are decided 
as rainfall, SoilFertility, CropProduction, Temperature and waterSupply. The model is estimated using least square 
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method and tested the fit of model using coefficient of variation (R²) in SPSS software. The hypothesis test estimates if 
all the coefficients in equation are statistically significant as shown in above table. 
C. Assumptions 
Before performing multiple linear regression data should fulfill some assumptions. First is, observations should be 
independent i.e. not autocorrelated. Using Durbin Watson method autocorrelations are detected. 

 
If d is between 1.5 and 2.5 means observations are independent. Using SPSS software value estimated as, 

 
Fig. 5.3 Durbin Watson value 

 
Second is, Data need to show homoscedasticity i.e. variance among the regression line is same for all the values of x. 

 
Fig. 5.4 Scatterplot 

 
Next is, Data should not show Multicollinearity i.e. more than two independent variables are not highly correlated with 
each other. 
Data must not have any outliers, using Mahalanobi’s Distance Outliers can be detected. Finding critical value, the 
outliers can be checked. Then ignoring these observations for prediction gives accurate solution. 

 
Fig 5.5 Preprocessed Data 

 
D. Performed multiple linear regression 

On preprocessed data, multiple linear regression is performed. Coefficient table gives the value of coefficient to be 
placed in multiple linear regression equation. 
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Fig 5.6 Coefficient table 

 
The equation produced is, 
y= 1.873-0.004 * rainfall + 0.282 * SoilFertility + 0.020 * CropProduction - 0.007 * Temperature + 0.211 
*Watersupply 
E. Interaction among customer and farmer 

For qualitative analysis of product, the product is analyzed and compared with each available product and then 
making decision. 

 
Fig. 5.6 Customer analyzing each product

 
VI. CONCLUSION AND FUTURE SCOPE 

 
In this paper, we proposed agricultural information system which performs qualitative analysis of agricultural data. 
Mainly it bridges the gap between farmer and customer so that customer can differentiate among different farmers and 
the required products. The data mining technique that is regression analysis has been implemented to predict the crop 
production and analyze the patterns. Spss software is used to perform multiple linear regression on to the large dataset 
to have accurate results. Many researchers are involved in this system they can access the data and perform analysis 
and provide analyzed files to users. The cloud computing technology has been implemented so that data would be 
saved on cloud. Data could be safe and easy to fetch any time at any location. In future scope, the system can be 
improved by using other data mining techniques to have better results. 
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