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ABSTRACT: Sentiment analysis or opinion mining is the information retrieval strategy that delivers the vision of the 
relevant users such as customers about entities such as services or products, individuals such as service providers or 
sellers, functional issues involved, events and their attributes. As an example service provision or product selling with 
monitorial or other interests, intended to morph according to target users vision. In other dimension intended users 
seeks the opinion of the existing users, which is in order to select productive service provider among the multiple 
providers available. Hence the opinion mining or sentimental analysis is critical factor and challenging. In the era of 
social web that includes social networks, forums and blogs, the sentiment analysis in order to notice the public opinion 
is critical in decision making activities by an individual or an organization. The phenomenal growth in the data quantity 
of social web, the manually analyzing the opinion is almost impractical. Hence the machine based sentiment analysis or 
opinion mining is desired. In this context the automated sentiment analysis on social web become critical research 
objective that grabbed researcher’s attention over a decade. In this article we carried out the review of the automated 
sentiment analysis that addressed contemporary affirmation of the existing literature and the future scope of the 
research related to this objective. 
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                                                               I .   INTRODUCTION 
 
Sentiment analysis or opinion mining is machines analyzing human expressions of sentiment. Human according to 
various thoughts, actions, or reactions generate feelings of subjective nature such as emotion, mood, combined with 
visible facial expressions or postures, and communicate using language either in the spoken or written form. Opinions 
expressed by others are a matter of interest for everyone be it individuals or companies. Individuals through reviews, 
blogs, and opinions expressed on social media by other people, buy a product, or follow the popularity of various 
political parties to cast their vote. This plethora of information comprising of peoples thoughts, likes, dislikes shared 
among different related and unrelated people determines to a large extent other individuals  
choices and preferences in liking or buying a product or in supporting representatives of political parties. Companies 
deeply mine consumer reviews for brand management and for promoting their products [1]. In economics and finance 
to understand beyond fundamental and technical knowledge analysis, sentiment analysis supporters suggest 
additionally it is essential to use information as diverse as, impending announcements, sudden surge in commodity 
prices, rumors and reports of a market collapse or break through, increase in the interest rates by central banks, 
fluctuations in dollar prices, etc. as these factors help in better estimating and forecasting situations of changes in 
market. In Fig 1 the process flow of opinion mining and sentiment analysis is shown. 

 
Figure 1: The architecture of Sentiment Analysis or Opinion Mining 
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A key part of the communication process is expressing or signifying the event with descriptions of emotion, mood, and 
sentiment. An affect is expressed with text and speech combined with fitting descriptions and this language specific 
knowledge is crucial for sentiment analysis. In the book “Understanding figurative language” by Sam Glucksberg [2] 
the metaphors “my spouse’s lawyer is a shark and my job is my jail” characteristically expresses an effect that is 
suggestively different besides the outward. The descriptions [3] for expressing an effect, are generally used in everyday 
language, are popular in the field of fiction content, extend generally to scientific languages [4] are more predominant 
in natural [5] and biological sciences [6] and to a certain extent used also in the domains of finance and economics. A 
sentiment analysis systems objective or purpose is to detect and tabulate an author/speaker opinion, or find how 
discerning the author/speaker is in giving value how much or how little to an object, event, state, or abstract idea. To 
handle the notions of quantitative semantics spatial relationships are applied using cognitive capabilities of the 
computer emulating the human mind [7]. The objective of performing sentiment analysis finally is detecting if any 
reader/listener might have an instinctive emotional response for a speaker/author and to tabulate the responses for 
further analysis. 
 
        II.  CONTEMPORARY LITERATURE OF MACHINE LEARNING BASED SENTIMENT ANALYSIS 
 
The techniques of machine learning have found wide applications in sentiment analysis [8][9][10][11][12][13]. The 
machine learning model is applied with the reduced and optimal feature vector obtained after feature selection. The 
most popular methods that are widely used are, naive Bayes (NB), support vector machine (SVM), artificial neural 
networks (ANN), and maximum entropy  (MaxEnt) [14], for almost all the sentiment analysis issues 
[15][12][16][17][18]. Pang et al. [12] experimented sentiment analysis with a movie review dataset using different  
 
 
ML algorithms like SVM, NB, and MaxEnt. In the sentiment analysis tests SVM outperformed the remaining ML 
methods. A similar investigation by Tan and Zhang [17] is implemented with SVM and other classifiers. In this work 
the authors state the performance of SVM algorithm for sentiment analysis is better compared to others. O’Keefe and 
Koprinska [19] explored sentiment analysis by applying NB and SVM classifiers with different feature weighting and 
feature selection methods. In the tests conducted SVM classifier performance is shown to be better compared to the NB 
classifier. Ye et al. [20] explored 3 supervised learning algorithms with travel destination domain reviews dataset. The 
algorithms SVM, NB, and character-based N-gram model are used, and frequency of words is applied for assigning 
feature weights.  In the sentiment analysis experiments the results demonstrate SVM outperforming the remaining 
classifiers. Cui et al. [21] experimented with sentiment analysis using discriminative classifiers like, SVM, winnow 
classifier, and other generative models, and state SVM is more suitable compared to the other methods. Moraes et al. 
[15] empirical study of document-level sentiment analysis with the classifiers SVM and ANN compares them with their 
limitations. Saleh et al. [22] tested various domains of datasets for sentiment analysis with SVM classifier and different 
weighting methods. Li et al. [23] experimented by constructing several classifiers using dissimilar feature sets like 
unigrams and the part of speech based features. Next they combined these classifiers based on different combination 
rules and tested for their performance.  
         The test results show the combined classifier outperformed the individual classifiers performance. Tsutsumi et al. 
[24] devised and explored an integrated classifier that combines maximum entropy, SVM, and classifiers based on 
score calculation with a movie review dataset and the results show better classification performance. Osajima et al. [25] 
devised approach for a dataset of review documents has the sentences classified based on their polarity by using word 
polarity aggregation. In [26] a three-phase framework is proposed by the authors to select optimal combination of the 
classifiers for the assembly of multiple classifiers for sentiment analysis. Xia et al. [27] devised several forms of 
ensemble techniques for different features categories such as, based on Part of Speech, word relation based, etc. and 
with different classifiers like NB, SVM, MaxEnt for investigating the sentiment analysis performances. Prabowo and 
Thelwall [28] combined three methods, machine learning, rule based classification, and supervised learning to devise a 
hybrid classifier for enhancing the effectiveness of the classification. Dinu and Iuga [29] performed experiments with 
applications of opinion mining using the naive Bayes classifier. Kang et al. [30] devised a scheme for improving the 
classifiers NB and SVM.  
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          The proposed approach is tested with a restaurant reviews dataset.In machine learning numerous models have 
been devised that find solve the problems of sentiment analysis, and the most widely used methods are, SVM, Naive 
Bayes, maximum entropy, hidden Markov models and decision trees. Among these methods SVM has been regarded 
for sentiment analysis as the best algorithm of machine learning. However recently Agarwal and Mittal [31] 
demonstrated, the BMNB classifier using mRMR feature selection scheme for sentiment analysis could outperform 
SVM classifier. They stated that by the inclusion of features that are more informative and less redundant, improvement 
in the machine learning models performance could be achieved. 
                          
                          III.   IMPACT OF MACHINE LEARNING IMPACT ON SENTIMENT ANALYSIS 
 
Most of the contemporary models are based on machine learning models such as 

1) Naive Bays Classifier. 
2) Support Vector Machine (SVM). 
3) Multilayer Perceptron. 
4) Clustering. 

The significance and limits of these machine learning techniques learned are: 
 There are a number of benefits with Naïve Bays Classifier. Two major benefits are, it is simple to implement, 

and is effective in computation. However the major drawback with the approach is that it assumes attributes 
based on probability and as a result useless attributes are generated more. 

 The benefits of the models built using SVM classifier have been determined to be highly accurate in 
prediction, and effective in solving the problems of dimensionality. However it is a highly complex model to 
implement in case missing values are present in a dataset. 

 The benefits of Multilayer Perception are, it performs as a universal function approximation, and is capable of 
creating strong relations among the variables of input and output based on the strategy of learning and 
building. However the method incurs high overhead and also in the implementation a dense training set is 
needed. 

 The benefit of clustering approach is that it assures optimally high decision making capabilities by generating 
multiple classes. The disadvantages are that as there is no training included in the implementation the classes 
cannot be known beforehand, and a high number of classes are generated leading to many complications. Also 
the model used for measuring features and distance mostly determines its applications. 

   
                                              IV.   FUTURE RESEARCH OBJECTIVES 

 
In the process of sentiment analysis several topics of open research exist. A few of them are as follows: 

 The modeling of the compositional sentiment has to be further improved. It implies better computation 
efficiency of the sentence sentiment related to sentiment shifters, sentence structure, and sentiment-bearing 
words. 
 

 
 

 The question of automatic entity resolution that is denoting numerous names to the same product inside and 
across documents has to be addressed. The application of anaphora resolution with efficiency is also a most 
important issue that has to be solved. The issue of aspect extraction technique for grouping aspects another  
difficult that is.  E.g. To talk about a phone, terms such as “battery life” or “power usage” that denote one 
aspect create number of difficulties that has to be answered. 

 In detecting for every entity relevant text, where many entities may be discoursed in a document, the existing 
techniques accuracy is of insufficient levels that needs improvement. 

 In the detection of sarcasm there are a few methods of classification used however these techniques have to be 
built into systems of autonomous sentiment analysis. 

 A major problem of many systems of sentiment analysis is handling noisy texts involving mistakes of spelling/ 
grammar, punctuation are missing/unpredictable and use of slang. 
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 The existing methods of sentiment analysis are designed to find subjective statements sentiment and not that 
of objective statements that regularly show up in news articles and though of factual type they however also 
hold sentiment. The objective statements have to be associated with sentiment scores by the context based 
algorithms. 

 The integration of sentiment analysis with the latest methods of soft computing and machine learning is 
required and has to be an important part of future research studies. These methods and their strategies have 
majorly risen in popularity due to their contributions in recent times and need to be further researched for 
enhancing sentiment analysis systems. 

 The depiction of the content in the form of metaphors is lexically highly challenging in sentiment analysis. 
This necessitates a great deal of research in the area of feature extraction and optimality detection. 
 

                                                                        V.   CONCLUSION 
 
This manuscript contributed a systematic review of sentiment analysis and opinion mining. The complexity of data 
presentation and dimensionality, diversified usage requirements, the sentiment analysis or opinion mining emerged as 
critical research objective since a decade. This review explored the sentiment analysis process, contemporary review of 
the machine learning based sentiment analysis models found in recent literature, impact of machine learning on 
sentiment analysis and possible and potential research objectives for future research. Finally, we conclude the 
manuscript by saying that all the sentiment analysis tasks are very challenging, since understanding and knowledge of 
the problem and its solutions are still limited. The main reason is that it is a natural language processing task, and 
natural language processing has no easy problems. However, many significant progresses have been made. Finally it is 
obvious to conclude that the sentiment analysis is having potential scope for future research and one of that is exposing 
the scope of evolutionary computational or soft computing techniques and the hybridizing these techniques towards 
feature extraction, selection to classify the sentiment. 
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