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ABSTARCT: Sentiment analysis, also called opinion mining, is the field of study that analyzes people’s opinions, 
sentiments, evaluations, appraisals, attitudes, and emotions. It plays major important role to analysis identify the 
emotions of the user. Earlier numbers of the works have been performed to analyze sentiments from speech, text and 
documents, from this the songs plays a most important to sentiment analysis since the songs and mood are mutually 
dependent to each other. Based on the selected song it becomes easy to find the mood of the listener, in future it will be 
used for recommendation systems. Songs are considered as a text file to perform a song it becomes imperative to find 
the hidden meaning of the song for mining the sentiment and classify them accordingly. Each song is a mixture of 
moods. In order to perform this process the input songs files are preprocessed using the semantic matching based on the 
WordNet Graph Representation and  mining can be done by Hidden markov model (HMM ) which classifies the topics 
into either two (positive/negative) or multiple (happy/angry/sad/...) classes. Topics mined by HMM can represent 
moods. For validation, we have used a dataset that consists of the different moods annotated by users of a particular 
website. 
 
KEYWORDS:  Music analysis, Sentiment mining, Variational inference, Similarity Measure, WordNet, Hidden 
Markov model (HMM). 
 

I. INTRODUCTION 
 

Sentiment analysis refers to the use of natural language processing, text analysis and computational linguistics to 
identify and extract subjective information in source materials.  The opinion expressed on the topic is given 
significance rather than the topic itself [1]. The main objective of Opinion mining is to determine the polarity of 
comments (positive, negative or neutral) by extracting features and components of the object that have been 
commented on in each document [2, 3]. Sentiment analysis is a type of natural language processing for tracking the 
mood of the public about a particular product or topic. . Sentiment mining is based on associating multiple sentiments 
with a document, which gives a more precise division into multiple classes, (e.g., happy, sad, angry, disgusting, etc.) 
The work by Mihalcea, R [4], [5] in Sentiment Analysis is based on multiple sentiments. Data in the entertainment 
industry is mostly in the form of multimedia (songs, movies, videos, etc.). Listening to songs has a strong relation with 
the mood of the listener. A song is composed of both melody and lyrics. Both of them signify its emotions and 
subjectivity. Work has been done on melody as well as on lyrics for mining sentiments from songs [6]. A particular 
mood can drive us to select some song; and a song can invoke some sentiments in us, which can change our mood. 
Thus, song-selection and mood are interdependent features. Generally, songs are classified into genres, which do not 
reflect the sentiment behind them, and thus, cannot exactly estimate the mood of the listener. Thus there is a need to 
build an unsupervised system for mood estimation which can further help in recommending songs. Our goal is to use 
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HMM over song collections, so as to get topics, which probably correspond to moods, and give a sentiment structure to 
a song, which is a combination of different moods. 
 

II. RELATED WORK 
 
Lina Zhou et al., [8] investigated movie review mining using machine learning and semantic orientation. Supervised 
classification and text classification techniques are used in the proposed machine learning approach to classify the 
movie review. A corpus is formed to represent the data in the documents and all the classifiers are trained using this 
corpus. Thus, the proposed technique is more efficient. Though, the machine learning approach uses supervised 
learning, the proposed semantic orientation approach uses “unsupervised learning” because it does not require prior 
training in order to mine the data. 
 
Jeonghee Yi et al., [9] proposed a Sentiment Analyzer to extract opinions about a subject from online data documents. 
Sentiment analyzer uses natural language processing techniques. The Sentiment analyzer finds out all the references on 
the subject and sentiment polarity of each reference is determined. The sentiment analysis conducted by the researchers 
utilized the sentiment lexicon and sentiment pattern database for extraction and association purposes. 
 
Alekh Agarwal et al., [10] proposed a machine learning method incorporating linguistic knowledge gathered through 
synonymy graphs, for effective opinion classification. This approach shows the degree of influence among 
relationships of documents have on their sentiment analysis. This is brought about by the use of graph-cut technique 
and opinion words got through synonymy graphs of Wordnet. 
 
Ahmed Abbasi et al., [11] proposed novel sentiment analysis methods to classify web forum opinions in multiple 
languages. The proposed sentiment analysis method utilized the function of stylistic and syntactic features to evaluate 
the sentiment in English and Arabic content. The Entropy weighted Genetic Algorithm is incorporated to enhance the 
performance of the classifier and achieve the true assessment of the key features. Experiments were conducted using 
movie review data set and the results demonstrated that the proposed techniques are efficient. 
 
Bo Pang et al., [12] used machine learning techniques to investigate the effectiveness of classification of documents by 
overall sentiment. Experiments demonstrated that the machine learning techniques are better than human produced 
baseline for sentiment analysis on movie review data. 
 
Qui et al., [13] analyzed the problems related to opinion mining such as opinion lexicon expansion and opinion target 
extraction. Opinion targets are entities and their attributes on which opinions have been expressed. The list of opinion 
words such as good, bad, excellent, poor used to indicate positive and negative sentiments is Opinion lexicon. 
 
Gang Li & Fei Liu et.al [14] developed an approach based on the k-means clustering algorithm. The technique of TF-
IDF (term frequency – inverse document frequency) weighting is applied on the raw data. Then, a voting mechanism is 
used to extract a more stable clustering result. The result is obtained based on multiple implementations of the 
clustering process. Finally, the term score is used to further enhance the clustering result. Documents are clustered into 
positive group and negative group.  
 
Chaovalit and Zhou [15] compared the Semantic Orientation approach with the N-gram model machine learning 
approach by applying to movie reviews. They confirmed from the results that the machine learning approach is more 
accurate but requires a significant amount of time to train the model. In comparison, the semantic orientation approach 
is slightly less accurate but is more efficient to use in real-time applications. 
 

II. PROPOSED METHODOLOGY 
 

The major objective of the proposed system is to analyze the sentiment for mining attitude of each user for further 
recommendation. To perform this process collect the song lyrics, perform preprocessing steps  such as tokenization, 
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stemming, stop word removal,  morphological ,average calculator and Word-Sense Disambiguation(WSD) using 
WordNet graphical representation and then find topics using Hidden Markov Model (HMM) thus each topic 
correspond to moods.  
 

 
 

Figure 1: Block Diagram Representation of the Proposed System. 
 
Tokenization is the first step in which the token from each and every songs of the text files were extracted by removing 
the white spaces, punctuation marks by calculating the occurrences of each token and it is stored in  f .The Stop-word 
Removal is the Stop Words are words which do not contain important significance to be used in Search Queries. The 
Morphological Analysis provides the single word with different forms of the representation should be combined to 
form a single word. Since the word expresses the same meaning in every place. The Stemmer removes the diversity of 
words for indexing. Semantically meaningful word for the same words should be stemmed for data sparseness.  
The Average Calculator calculates the average emotional words for each text file based on the moods of each song. The 
Word-Sense Disambiguation is the step in which word belongs to different meaning based on the situation is analyzed 
through their context [16]. To measure the semantic similarity of the each word with WordNet ontology [17], it assigns 
the semantic score value to each word. Furthermore, it returns the set of the synonyms for each word in order to 
increase the feature space [18]. 
The semantic relationship between the words is defined as , d : w × w → ℝ , where w be the set of the word 
presented in each song file existed in the graph G.The semantic relationship between the words for single lyrics text 
files is given by the relation, [19]. 

d (w , w )
= max

⋕∈ ( ), ⋕∈ ( )
d (w ⋕, w ⋕) 

(1) 

Where  sens(w) describes the set of the words senses for each text files from song lyrics in the graph w ∈
G,w⋕ represents senses from the set of the senses associated for emotions. The finally measured semantic relationship 
of words is stored in WordNet index files, finally non-matching words presented in the text files are removed and 
uncommon words are also removed in this stage. 
Automatic assessment of the contextual meaning of the words and the semantically measurement of the text objects 
[20] becomes a complex task. It is used to extend words with different meanings for analysis, and correlations between 
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the words can be measured directly. The general representation to solve the difficulty of contextual sense is specified 
through the set of key words from a phrase is represented in the form of, 

P = {w , … w } (2) 
Where, 
P is the analyzed phrase,n is the total number of words presents in the text file  f_1 
,w  is the i word of the phrase P. The words presented in the phrase  P , the set of senses is formed: 

s = {s , … s ( )} (3) 
where s is the j sense of the word. Let 
w  ,be a polysemy word which measures the maximum semantic relationship among the word and another word  found 
in the phrase for each text file ,it is represented as , 

w =

⎩
⎪
⎨

⎪
⎧

s
j = arg

max
j = 1, Card s

∑ d w , w,

f − 1 ⎭
⎪
⎬

⎪
⎫

  

(4) 

Each polysemy word w is measured according to the words and senses founded in equation (3). The metric used for 
analysis each of WSD for each word presented in the file  IC  is defined using, 

IC =
∑ w_

nr_wsd × 100 
                                                         
(5) 

nr_wsd is the number of polysemy words existing in the text file for each song and it is used for testing .w  represents 
the relationship among the priory sense of the  i word for each text fileF, based on the formula  

w = 1  if sens = sensWSD
0 Otherwise

     
(6) 

sens  is the priory sense related to the word i for each text file F ,sensWSD  is generated by the WordNet 
ontology algorithm. The best semantic matching results found from WSD songs is represented as 
SO =  {so , so , , , , , so } which contains semantic meaningful words from WSD. For example, consider each entry of 
the song  sf   is represented a set of the ordered pair  (w , wsdn ), signifying a word w  and wsdn  being the number of 
times that words semantically occurred in the WSD for song so .  
The number of topics for each song is represented as  k and applies the Hidden Markov Model (HMM) [21] to find 
topics for each song SO with words analyzed results from preprocessing steps; it is represented as 퐵 in the form of 
matrix k ×  v matrix. Each row in the matrix results from HMM denotes a different topic and each column represents a 
different word. HMM is used to estimate a set of songs in different states to find the find topic 푘 of each song. In HMM 
the Markov process each one of the state is considered as number of words presents in the each song, lyrics text files 
f  and observation state of the HMM is represented as classes which belongs to either positive, negative classes or 
multiple (happy/angry/sad/...) classes. The probability value of each topic K is calculated based on the multiple 
(happy/angry/sad/...) classes which are modeled in HMM. The usual definition of the HMM is as follows: 

λ = (A, B, π) (7) 
Where A denotes the emission probability value for each word in the song without consideration of multiple 
(happy/angry/sad/...) classes, B denotes the transition probability results for each word to another with the consideration 
of multiple (happy/angry/sad/...) classes , π be the initial probability value for each word.  

S = (s , … s ) (8) 
S be the number of words presents for songs results from preprocessing step, V = {happy, sad, angry} is the set of the 
classes corresponds to the observed state, Q = (q , … . . q ) and it is equal to the S with length T ,the observation state 
results of the classes is represented as O = (o , … o ), transition probability matrix A following the state of the word  
j following state of the word i is represented as follows , 

퐴 = 푎 ,푎 = 푃 푞 = 푠 푞 = 푠  (9) 
B is the observation probability matrix for topic k result from state j multiple classes  of time t, 

퐵 = [푏 (푘)],푏 (푘) = 푃(푥 = 푣 |푞 = 푠 )  (10) 
π is the initial probability matrix  
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휋 = [휋 ],휋 = 푃(푞 = 푠 ) (11) 
To find topics for each song with multiple classes based on the following two steps:   
The word of the each state is dependent on the previous state it is represented as follows: 

푃(푞 |푞 ) = 푃(푞 |푞 ) (12) 
The observation state results of multiple classes at time 푡 is also dependent on the previous state, it is modeled as , 

푃(표 |표 , 푞 ) = 푃(표 |푞 ) (13) 
The probability of the observations O for a specific state sequence Q with topic k is represented as follows:  

푃(푂|푄,퐾) = 푃(표 |푞 ,푘)

= 푏 (표 )
× 푏 (표 ) …푏 (표 ) 

(14) 

and the probability state sequence of the observation results of the different classes with topic 푘 is 
푃(푄|푘) = 휋 ,푎 , … .푎  (15) 

푃(푂|푘)
= 푃(푂|푄,푘)푃(푄|푘)

= 휋 ,푏 ,(표 )푎 푏 (표 ). .푎 푏 (표 )
,…

 

(16) 

This result allows the classification of the different topics based on the probability of O. In equation (13) the results of 
each topics result are observed by direct evaluation, some redundant probability results are occurring at this stage. In 
order to overcome this problem and reduce the time complexity of the HMM caching calculations is applied, 

훼 (푖) = 푃(표 , … . .표 ,푞 = 푠 |푘) (17) 
훼 (푖) the sum of all observation probability results. This uses the following steps to calculate the values of the  훼 (푖) 
and find the topic k results in each song: 
Initialization: 

훼 (푖) = 휋 푏 (표 ), 1 ≤ 푖 ≤ 푁 (18) 
Induction: 

훼 (푗) = [ 훼 (푖)푎 ] 푏 (표 ), 1 ≤ 푡

≤ 푇 − 1,1 ≤ 푗 ≤ 푁 

(19) 

Termination: 

푃(푂|푘) = [ 훼 (푖)푎 ] 푏 (표 ), 1 ≤ 푡 ≤ 푇 − 1, 

1 ≤ 푗 ≤ 푁 

(20) 

For each state of the song 푠  ,훼 (푡) stores the probability value of the each topic that observed at a time  ,  

푃(푂|푘) = 훼 (푖) 
(21) 

To analysis the results of observation probability results for each topics 푘 based on the backwards variable, 
훽 (푖) = 푃(표 표 , … .표 |푞 = 푠 , 휆) (22) 

 
III. EXPERIMENTAL RESULTS 

 
 In order to perform the experimentation results collected the dataset from real time data that provided us with the lyrics 
for the songs. Assuming different values of k, ranging from 5 to 50, we applied HMM over the real time data. 



 

       
               ISSN(Online): 2320-9801 
         ISSN (Print):  2320-9798   

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 2, February 2015 

 

Copyright to IJIRCCE                                                         10.15680/ijircce.2015.0302096                                                              1144 

   

Precision  
Precision is the percentage true positives results which are correctly classified for each songs.  

푃푟푒푐푖푠푖표푛 =
푡푝

푡푝+ 푓푝 (24) 

 
 
Figure 2: Precision measure the performance comparison results of precision  between the proposed HMM with 
Wordnet based graph representation and existing LDA methods ,it can be seen that Precision value of the  of the 
proposed HMM is high  with the number of topics when compare to existing system ,it shows that proposed HMM 
have achieves higher mining results.  
 
Recall  
Recall in this context is also referred to as the true positive rate, 

푅푒푐푎푙푙 =
푡푝

푡푝 + 푓푛 

 

(25) 

 
 

 
 
Figure 3: Recall measure the performance comparison results of recall  between the proposed HMM with Wordnet  
based graph representation and existing LDA methods ,it can be seen that recall value of the  of the proposed HMM is 
high  with the number of topics when compare to existing system ,it shows that proposed HMM have achieves higher 
mining results 
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IV. CONCLUSION 
 

The paper presents a sentiment analysis for mining the topics from songs based on their moods .The two words are co-
occurred in the documents or input lyrics files are measure based on the wordnet graph representation. The sentiments 
of the each song are mined using Hidden Markov Model (HMM) .As far as songs are concerned, they reflect almost 
coherent sentiments and thus, form a good corpus for sentiment mining. Sentiments are a semantic part of documents, 
which are captured statistically by HMM, with positive results.  
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