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ABSTRACT: Web content extraction is a key technology for enabling an array of applications aimed at understanding 
the web. This project aims to extract less structured web content, like news articles, that appear only once in noisy 
WebPages. Our approach classifies text blocks by initially removing noise, then segmenting visual and text units by 
extracting features and PCA-based feature transformation for classification 
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I. INTRODUCTION 
 
The World Wide Web (WWW) has been undergoing remarkable growth. Originated as a hypertext system for accessing 
many forms of documentation at CERN, the WWW rapidly grow as it is accessible for public use through the web 
browser. Along with its tremendous growth, the web has been experiencing many changes; one of them is related to how 
its content is presented to the user. Typically, a modern web document comprises of different kinds of content  a news 
page, for instance, besides the article posting as the main content it also contains other noisy contents such as user 
comments, navigational menus, headers, footers, links to other news page, advertisements, copyright notices, privacy 
policies which scatter over the page. Considering the fact that a web document contains various forms of contents, it 
influences the way human browses the document. When browsing a particular web document, most of the time users 
typically focus on the main content and ignore the additional contents.  
For human, this behavior can be done relatively fast and accurate because they can use their knowledge, visual 
representation and layout of the web pages to distinguish the main content from other parts. In the other hand, since 
computer software is not as intelligent as human to distinguish between the main content and the noisy content, this 
becomes the challenge for commercial search engines, web miners and other kinds of applications that use web 
document as a data source. A search engine, for instance, typically indexes the whole text of a web page. As a result, the 
noisy contents which is useless information remains in the index. The presence of noisy contents may degrade the 
performance of such Information Retrieval applications for example the quality of the search result, accuracy of 
information extraction, and the size of the index. 
Many web applications can utilize the content structures of web pages. For example, some researchers have been trying 
to use database techniques and build wrappers for web documents. If a web page can be divided into semantic related 
parts, wrappers can be more easily matched and data can be more likely extracted. Link structure analysis can also make 
good use of the content structures of web pages. Links at different parts of a page usually act as different functions and 
contribute to the Page Rank or HITS differently. Recent works on topic distillation and focused crawling show the 
usefulness of page segmentation on information analysis. Furthermore, adaptive content delivery on small handheld 
devices also requires the detection of underlying content structure of a web page to facilitate the browsing of a large page 
by partitioning it into smaller units.  
 

II. RELATED WORK 
 
 Bar-Yossef et .al [1] define the common parts among web pages as template. When web pages are partitioned into some 
“pagelets” based on some rules, the problem of template detection is transformed to identify duplicated “pagelets” and 
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count frequency. Their experiments show that template elimination improves the precision of the search engine Clever at 
all levels of recall.  
Lin et.al [10] content-based approach is proposed by their system, InfoDiscover, partitions a web page into several 
content blocks according TABLE tags. Terms are extracted as features and entropy is calculated for each term and block 
entropy is calculated accordingly. An entropy-threshold is selected to decide whether a block is informative or redundant.  
      Yi et.al [11] make use of the common presentation style . A Style Tree is defined to represent both layout and content 
of a web page. Node importance is defined as the entropy of the node in the whole Style Tree for a site. By mapping a 
page of this site to the Site Style Tree, noisy information in the page is detected and cleaned. Their experimental results 
show that the noise elimination technique is able to improve data mining tasks such as clustering and classification 
significantly. 
      Gupta et al. [8] have proposed a DOM-based content extraction method to facilitate information access over 
constrained devices like PDAs. They implemented an advertisement remover by maintaining a list of advertiser hosts, 
and a link list remover based on the ratio of the number of links and non-linked words. But this rule-based method is 
relatively simple. For a portal web site like www.msn.com which is full of links, the rule would remove almost all useful 
content  
 

III. PROPOSED SYSTEM 
 
Figure 1 shows the architecture of proposed system. It includes following modules: 

a. Noise removal: 
        In the first phase,  web page pre-processing methods like html tag removal, tokenization, removal of stop words 
and stemming are applied on the input record and a feature set F of m tokens ൛xଵ,…..,x୫ൟare retrieved. In the second 
phase, the HTML document is modeled as a DOM tree (Document Object Model tree). Each HTML page corresponds 
to a DOM tree where tags are internal nodes and the detailed texts, images or hyperlinks are the leaf nodes. We extract 
features like presentation style as well as the feature sets of individual blocks of the web page. In the third phase, a 
noise checking is done which is purely based on a feature set similarity measure. The weight percentage of each token 
in a feature set is calculated with respect to the total weight of the set and a new technique known as Minimum Weight 
Overlapping (MWO) is applied here for similarity verification. Calculated as the sum of minimum weights of each 
node. If it does not overcome a predefined threshold value t, that Leaf Node in the DOM tree is marked as a noisy node. 
This procedure is known as marking which is tried on all leaf nodes. By changing the value of t, we can control the 
relevancy of noise detection. 
 

b. Visual Unit Detection: 
 The visual block extraction process is started to extract visual blocks of the current level from the DOM tree based on 
visual cues. Every DOM node is checked to judge whether it forms a single block or not. If not, its children will be 
processed in the same way. When all blocks of the current level are extracted, they are put into a pool. Visual 
separators among these blocks are identified and the weight of a separator is set based on properties of its neighboring 
blocks. After constructing the layout hierarchy of the current level, each newly produced visual blocks is checked to see 
whether or not it meets the granularity requirement. If no, this block will be further partitioned. After all blocks are 
processed, the final vision-based content structure for the web page is outputted. 
 

c. Applying Segmentation Rules: 
       Based on our observation, there is a common pattern of text nodes that contain main content in a news or blog 
page. The text strings are always placed contiguously in the same depth level of a DOM sub tree. Most likely, the text 
strings are placed inside a p tag but however it also can be placed inside other tags such as div or plain #text node. The 
way we find the largest block of string is by traversing the DOM tree depth first based and then for each level in the 
sub-tree we find a child node with the longest string. After that we look to the sibling nodes of the child node in order 
to discover the neighboring text string. We will add the sibling’s text string if it contains #text node. In order to skip the 
embedded noisy information such as advertisement or scripts, we check the content of the sibling’s node. If it doesn’t 
contain #text string as a child, we will skip it. We repeat this process until all the sub trees are examined. In the end, the 
output is the largest block of text string found in a sub tree. In case more than one DOM node is returned from the 

http://www.msn.com
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classification process, we may use this LBS heuristic to filter out noisy DOM nodes by comparing their longest string 
length. 
 

d. Feature Extraction: 
       After the segment classification takes place, the output which are DOM nodes classified as good segment, are used 
as inputs for content classification. The content classification basically takes the feature vector of a segment and then 
classifies it whether it is a main content or noisy content.As we want to apply machine learning to do the segment 
classification and the content classification process, we need to transform the representation of the DOM node 
segments into feature vectors for classification tasks. The representation of our training data is represented as a feature 
vector: 

< Xଵ, Xଶ, Xଷ, … . , X୬ , Y> 
 

Xi The feature of the DOM node at indexes i in the vector. 
Y The class label of the feature vector, 
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Figure 1: Proposed Architecture
   
a)    Principal Component Analysis Based Classifier: 
   Principal Component Analysis Based Classifier Principal Component Analysis is a linear orthogonal transform 
method and is mostly used for dimension reduction in pattern recognition problems. It has also been used for dimension 
reduction in speaker recognition. 
Principal Component Classifier can be briefly described as follows:  
   LetX = [xଵ, xଶ, xଷ … . . , x୫]denote the set of n dimensional feature vectors of k୲୦ speaker. The sample covariance 
matrix of k୲୦ speaker is calculated as 

C =
1
M

(X − Xି)(X − X)									(1) 
Where X is the sample mean of X. Let ( λଵ, λଶ, λଷ, … , λ୬) be the eigenvalues ordered from the largest to smallest and 
( wଵ, wଶ, wଷ, … . , w୬)	be the associated eigenvectors of covariance matrix C. The principal component space is 
represented by the first r eigenvectors p(୩) = [w୩ଵ, w୩ଶ, … , w୩୰ k=1,2,…,N, corresponding to the first largest r 
eigenvalues where N is the total number of speakers. The remaining(n-
r)eigenvectors,Q(୩) = [w୩(୰ାଵ), w୩(୰ାଶ), … , w୩୬)] k=1,2,…,N, which are not chosen as principal components will be 
referred to as truncation error space. Generation of principal component space and truncation error space for each 
speaker is performed in the training step of speaker identification system 
In the identification step, given a set of feature vectors, X, of an unknown speaker, the norm of the truncation errors of 
X, ฮQ(୩)(X −m୩)ฮ2, k=1,2,…..,N is defined as the classification criteria. Finally, the unknown feature vector is 
assigned to the k୲୦ speaker, of whom truncation error is the minimum, namely 
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k~=arg min ቄฮQ(୩)(X −m୩ฮ
ଶቅ          (2) 

b) EXPECTED RESULTS AND DISCUSSION 
    In this section explains the results of the proposed system. 
         Figure 2 shows input image to our proposed system. From this image we need to extract only the new contents 
excluding all other ads, images, and links. Figure 3 shows the result of segmentation performed for input image. In 
segmentation we have extract all the text regions from the input image for further processing. Final results are shown in 
Figure 4. 
 

 
Figure 2: Shows the Input Image. 

 

 
Figure 3: Shows the Segmented result for Input Image. 
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Figure 4: Shows the Final result for Input Image.

 
IV. CONCLUSION 

 
Web news content extraction is vital to improve news indexing and searching in nowadays search engines, especially 
for the news searching service. In this paper we study the Web news content extraction problem and propose an 
automated extraction algorithm for it. Results show the accuracy of our proposed method. 
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