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ABSTRACT: Wireless Sensor Network (WSN) not only forms the basis of emerging smart technology but also has its 
own unique challenges. A Wireless Sensor Network usually consists of hundreds or thousands of small sensor nodes 
which operate individually in different critical and uncontrolled environments. Since these battery operated sensor 
nodes are difficult to recharge, achieving energy efficient data transmission in WSN still remains a challenging task. 
Continuous data transmission among nodes in a WSN is found to be the main reason for earlier discharge of the sensor 
nodes’ battery power. Data collection and prediction is a crucial and an effective operation to be done to achieve longer 
network lifetime by reducing the frequent communication among nodes. The most recent research work on data 
prediction enables each node to predict its own sensor data and to compare the predicted values with the actually 
observed data thereby generating a confidence value. The data samples collected during the data transmission and the 
prediction scheme are analyzed and it is proved that data prediction can drastically reduce energy consumption of 
sensor nodes. But, this consumes more energy by frequent communication and also an increase in the prediction cost on 
each node. Our proposed system implements a new efficient hybrid data prediction approach with data aggregation that 
reduces communication and computational cost without compromising data quality. We further ensure security while 
transmitting the predicted data. The proposed system saves energy, improves network lifetime and hence improves the 
performance of the network with optimal cost. 
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I. INTRODUCTION 
 
A Wireless Sensor Network (WSN) is a self-configuring network consisting of small sensor nodes communicating 

among themselves using radio signals, and is deployed in quantity to sense, monitor and understand the physical world. 
Since sensor node is a small device that runs on batteries the communication is a primary energy drain [1]. 

The key responsibility of wireless sensor networks is to forward the sensing data gathered by sensor nodes in the 
sensing field to the base station. The design of protocols and applications for such networks has to be energy aware in 
order to prolong the lifetime of the network because it is quite difficult to recharge node batteries [2].  However, since a 
battery’s lifetime is limited, the power resource is at a premium. 

Several theoretical studies clearly demonstrate that the approaches to achieve energy efficiency suppress the vast 
majority of data reports at the source nodes. Nevertheless, the techniques employed are relatively complex, and their 
feasibility on resource-scarce WSN devices is often not ascertained. More generally, the literature lacks reports from 
real-world deployments, quantifying the overall system-wide lifetime. Energy efficiency can be improved by forming 
cluster based networks which reduces the communication between the source and the sink node [7], [10]. The lifetime 
of the network can be improved by grouping few sensor nodes into the sensor field and electing the cluster-head. Data 
aggregation can be done for specific time period in order to improve the energy efficiency [2]. Thus communication 
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overhead is greatly reduced by minimizing the transmission of the data from each sensor node to the sink (Base 
Station). 

The data prediction technique can greatly reduce energy consumption of nodes during communication. This data 
prediction technique relies on a heuristic or a state-transition model describing the sensed phenomenon [3]. Data 
prediction is done in order to reducing the communication that does not affect the data quality. An approach to reduce 
communication without compromising data quality is to predict the trend followed by the data being sensed an idea at 
the core of many techniques. This data prediction approach [12], [13], is applicable when data is reported 
periodically—the common case in many pervasive computing applications. In these cases, a model of the data trend 
can be computed locally to a node. This model constitutes the information being reported to the data collection sink, 
replacing several raw samples. 

The remainder of the paper is organized as follows: Section II discusses the overview of data prediction and its 
various approaches, Section III describes the summary of Energy Conservation in Wireless Sensor Network, Section IV 
present and evaluates proposed system, and Section V provides conclusion and future work. 

II. OVERVIEW OF DATA PREDICTION 
 
Energy efficiency is an important factor in WSN. Conservation of energy is a critical issue in the design of sensor 

networks since the sensor nodes are battery-powered. The design of protocols and applications for such networks has to 
be energy aware in order to prolong the lifetime of the network because it is quite difficult to recharge node batteries. In 
order to improve the energy efficiency by reducing the communication and computational cost prediction techniques is 
used. 

A. Data Prediction:  
Data prediction consists of building an abstraction of a sensed phenomenon. The prediction can be done on a set of 

historical values (the time series) obtained by periodical samplings and are used to predict future values in the same 
series [6], [13]. The model can predict the values sensed by sensor nodes within certain error bounds, and reside both at 
the sensors and at the sink. If the needed accuracy is satisfied, queries issued by users can be evaluated at the sink 
through the model without the need to get the exact data from nodes. Data prediction reduces the number of information 
sent by source nodes to improve the lifetime of network [12]. 

B. Prediction Metrics:  
There are three standard classifications of prediction models 
1) Stochastic Approaches: It is possible to map data into a random process describe in terms of a probability density 

function (pdf). Data prediction is then obtained by combining the computed pdf with the observed samples. A state space 
representation of the phenomenon can be derived, so that forthcoming samples can be guessed by filtering out a non-
predictable component modeled as noise. 

2) Time Series Forecasting: Time series forecasting [5], [8], set of historical values (the time series) obtained by 
periodical samplings are used to predict future value in the same series. Main difference is that time series analysis 
explicitly considers the internal structure of data. It is represented as a combination of a pattern and a random error. Once 
the pattern is fully characterized, the resulting model can be used to predict future values in the time series. Fig. 2 shows 
Time series forecasting. 

3) Algorithmic Approaches: This data prediction technique [11], [12], relies on a heuristic or a state-transition model 
describing the sensed phenomenon. Such algorithmic approaches derive methods or procedures to build and update the 
model on the basis of the chosen characterization. 

 
Where, ∈ is the error bound. xt is the sensor reading at time instance t.  x୲ෝ  is the predicted data values of xt 
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Fig. 3. Function of Source Node. 

 
Fig. 3 shows the prediction algorithm predicts the value of the sensor node based on the previous values. If the 

predicted value is less than the predetermined threshold value then the sensor node will not communicate the sensed 
value. If the predicted value is more than the threshold then the sensor node communicates the current data to the sink 
node. This prediction framework greatly reduces the transmission cost and hence reduces the energy consumption of the 
WSN. 

 
Fig. 4. Function of Sink Node. 

 
Fig. 4 shows the sink node collects the data from all the sensor nodes. The sink node computes the magnitude 

similarity and trend similarity of the sensed data from the nodes. Then the nodes are partitioned into clusters using the 
clustering algorithm.  After obtaining disjoint group of sensor nodes the sink nodes provides the schedule with which the 
sensor node communicates to the sink node. 

III. ENERGY CONSERVATION IN WIRELESS SENSOR NETWORK 
 
Wireless signal transmission, reception, retransmission, and beaconing operations all consumes the battery power. 

The design of protocols and applications for such networks has to be energy aware in order to prolong the lifetime of the 
network because it is quite difficult to recharge node batteries. Energy conservation is a critical issue in the design of 
these sensor networks since the nodes are battery-powered. We propose the clustering technology with data aggregation 
technique and data prediction approaches in order to improve the energy efficiency without compromising data quality. 

A. Cluster-Based Wireless sensor Networks: 
The approach to the fulfilment of this task is direct data transmission. In this case, each node in the network directly 

send the sensed data to the base station as observed in LEACH [9], the direct approach would work best if the base 
station is located close to the sensor nodes or the cost of receiving is very high as compared to the cost of transmitting 
data. However, if the base station is remote from the sensor node, the node will soon die for suffering excessive energy 
consumption for delivering data frequently to sink. To solve this problem by saving energy the cluster based sensor 
networks are used.  

1) Cluster Head Election: The lifetime of the network can be improved by grouping few sensor nodes into the 
sensor field and electing the Cluster-Head. The Cluster Heads are elected based on the battery, memory 
capacity and processing ability for each cluster and only the cluster head aggregate the received data from its 
cluster sensors and sends to the Base Station. Clustering technology [7] improves the energy efficiency and 
maintains the network topology. The main objective of the cluster based networks is to reduce the 
communication between the source and the sink node. Fig. 5 shows clustered architecture. 
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Fig. 5. Clustered Architecture. 

B. Data Aggregation in Wireless Sensor Network: 
Data aggregation is the process of collecting and aggregating the useful data. Data aggregation is considered as one 

of the fundamental processing procedures for saving the energy [2]. In WSN data aggregation is an effective way to save 
the limited resources. The main goal of data aggregation is to gather and aggregate data in an energy efficient manner so 
that network lifetime is enhanced [14]. Fig. 6 shows the sensor nodes are divided into clusters. These clusters can satisfy 
the intended parameter requirements and conditions that verify the amount of nodes that will be considered in a cluster. 
Thereafter a cluster head (CH) is selected among nodes lies within the each cluster. CH are going to be responsible for 
administration of all different nodes inside several cluster and collecting the data from the nodes within the cluster and 
transferring the information to the neighboring cluster head for more information exchange and updation. Thereafter in 
the data aggregation approach, all the data collected and aggregated is stored at a storage location in database server. 
Finally the data aggregated are going to be transfer to the base station for further use. 

 
Fig. 6. Data Aggregation in Wireless Sensor Networks. 

IV. PROPOSED SYSTEM 
 
In the proposed methodology, we first segregate into three different types of clusters based on distance and range 

covered by the sensor nodes in order to reduce the communication overhead between source nodes to base station. We 
further do data prediction by generating the confidence value on each Cluster Head (CH) based on processing the 
historical data in the Base Station. The packets are dropped at the Cluster Head (CH) if it is below confidence value to 
avoid redundancy. We further aggregate the sensor data on Cluster Head (CH) for some time period. Therefore drastic 
reduce in communication cost and computational cost. We also provide security by encrypting and applying signature to 
the sensor values using efficient algorithm. Fig. 7 shows the architecture diagram to achieve network lifetime in WSN 
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Fig. 7. Architecture Diagram. 

A. Network Formation and Cluster Head Election: 
We are segregating completely three different types of clusters in a Wireless Sensor Network namely, 
1) Type 1 - Homogenous Low (HL) Sensors Cluster. 
2) Type 2 - Homogenous High (HH) Sensors Cluster. 
3) Type 3 – Heterogeneous (HE) Sensor Cluster. 

The partition of three clusters is based on the distance D and coverage range R. The coverage range of current sensor 
nodes i is calculated as follows. 

                                        imin = D + R                                      (1) 
                                        imax = D – R                                     (2) 

The Cluster Heads for each type is based on as follows. 
          S = B + M + P 

Calculating the cluster head based on the strength S of each senor nodes. Where B = Battery, M = Memory, 
P=Processing ability. The neighbor nodes are calculated based on the range R covered by the current sensor node. Other 
sensor nodes that are covered within the given range are considered as the neighbor node of that sensor. Calculating 
neighbor node from Eq. 1 and Eq. 2 is as follows. Where i = Current node and j = neighbor node.      

 
࢔࢏࢓࢐))  ≥ ࢔࢏࢓࢐)	&&(	࢔࢏࢓࢏ ≥  ||((	࢞ࢇ࢓࢏

࢞ࢇ࢓࢐))        ≥ ࢞ࢇ࢓࢐)&&(	࢔࢏࢓࢏ ≥ ≡     ((	࢞ࢇ࢓࢏ ቐ
૙												ࢌ࢏	࢏ = ࢐													

࢏	ࢌ࢏												࢐	ࢊࢊ࡭							 ≠ ࢐ ∈ 		(૜)																	ࡾ
࢏	ࢌ࢏															∞ ≠ ࢐ ∉ ࡾ

            

B. Data Transmission and Aggregation: 
Select the number of sensor nodes under each type. Sensors send its own sensing data to its cluster head using 

shortest path algorithm. If the source node is i and the destination node is j, k is an neighbor node  in the random walk 
from i to j. the data get passed from source node to cluster head is as follows. 

 
dist[i][j] = dist[i][k1] + dist[k1] [k2] + … + dist[kn][j]                      (4) 

 
      Fig. 8 shows data transmission and aggregation is done for type 2 and type 3 sensors at the cluster head to reduce the 
communication overhead. No data aggregation is done at type 1 cluster due to memory constrained. Aggregation is 
calculated is as follows. 

if( value == 4*aggregate) 
  aggregate ( sensor node, path route, temperature, humidity, visibility, date, time) 
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Fig. 8. Data Transmission and Aggregation. 

C. Recovering Data using Signature:     
Once the aggregation time is out, aggregated data's at the Cluster Head are encrypted using Elgamal Encryption 

algorithm and the Elgamal signature is generated for the same and data’s are converted into a single packet at the 
cluster head and send it to the Base Station. Once the Base Station receives the sensor data it recovers each and every 
data by verifying signature thereby ensuring data Integrity and Authenticity. Fig. 9 shows the Encryption and Signature 
verification using Elgamal Algorithm. 

઺ۯ	 ≡	હۯ			ۯ܌				܌ܗܕ)	(ۯܘ														(5) 
 

ܚ 	 ≡	હۯ		ܓ  (6)																					(	ۯܘ	܌ܗܕ)	
 

ܜ ≡ 	઺ܓۯ		ۻ	܌ܗܕ)	ۯܘ	(																		(7) 
 
Where pA = large prime, αA modulo pA=primitive element, dA integer is chosen as private key, (PA, αA, βA) is a Public 
Key. M is the message, k is the random integer, (r,s) is encrypted message. Signing process of the message M:  
 

     m = xr + ks mod p – 1            (8) 
 

Where m is a hashed value of message M. (m,(r,s)) is the signed message. From Eq. 8 we get,  
 
ܛ																																																																											 = 	 −ܕ)	૚ିܓ ܘ	܌ܗܕ(ܚܠ − ૚					(9) 
 
Verifying the signature and decrypting the message M at the Base Station.  
																																																																																										હܕ	 = 	 	ܚܡ ∗  (10)																	ܛܚ	
From Eq. (6) and Eq. (7) 
	ۯ܌ିܚܜ																																																					 ≡	઺ܓۯ		ۻ	(હۯ		ܓ)ିۯ܌  (	ۯܘ	܌ܗܕ)	

 
	ۯ܌ିܚܜ																																																					 ≡	 (હۯ

ۯ܌ି(ܓ		ۯહ)	ۻ	ܓ(		ۯ܌  (	ۯܘ	܌ܗܕ)	
 

	ۯ܌ିܚܜ																																																					 ≡  (11)																																							(	ۯܘ	܌ܗܕ)	ۻ	
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Fig. 9. Encryption and Signature verification. 

D. Data Prediction and Query Processing: 
The Broadcasted encrypted binary packets are being accumulated on Base Station and it is fed to a Database after 

Verification of Packets from various Clusters. The Historical data thus formed by time are subjected to four kinds of 
Query Processing. Table I shows the Query processing values based on its types. 

1) Top- K Based Query Processing (Top Ranked Values on each Cluster). 
2) Necessary Set Based Query Processing (Values Should be Present). 
3) Sufficient Set Based Query Processing (Values that are more than enough). 
4) Boundary based Query Processing (Ranked values in a range). 
 

TABLE I 
Query processing values based on its types 

 
source 
node 

Path Temp Humidity Visibility Dist ran
ge 

S9272 S8309-
>S0127 

23.36 C 95 % 8km 84 41 

S8540 S8540-
>S0127 

25.97 C 78 % 5km 102 19 

S5431 S9272-
>S0127   

28.22 C   83 % 2 Km 96 25 

S9272 S9272-
>S0127 

26.26 C 96 % 6km 124 32 

 
      Data Prediction is done at the Cluster Head CH in order to reduce the redundancy of data. We are checking the 
observed values from the sensor nodes. If the values are not equal to the values cluster head, then sensed values are 
added to the Cluster Head (CH). 

 

ቄ				ܑ܎	(ܛ܍ܝܔ܉ܞ)۱۶۳۱۹! = ۱۶									(ܛ܍ܝܔ܉ܞ)۱۶ − (ܛ܍ܝܔ܉ܞ)۲۲ۯ
૙	܍ܛܑܟܚ܍ܐܜ۽																																																							܍ܛܔ܍

 
 
     The Low Confidence data from the sensor nodes are dropped in cluster head by data prediction strategy on each 
cluster head. Hence the redundant data's are free from communication reducing overhead. Fig. 10 shows the packets are 
dropped at the Cluster Head (CH) are shown in a graph for redundancy evaluation by time vs. drop count. 
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Fig. 10. Data prediction and packet drop ratio. 

E. Advantages:   
 The nodes are segregated to the different clusters in order to reduce the cost. 
 Prediction is done at the cluster head to avoid redundancy. 
 Cluster head aggregates the data for a period of time and compressed into one single packet to reduce the 

communication cost. 

V. CONCLUSION AND FUTURE WORK 
 

This paper has been presented for hybrid Wireless Sensor to design, develop and evaluate a energy efficient, 
secure and reliable system to transmit and process historical data on different types of cluster using elgamal signature 
scheme aggregation methods and data prediction strategies.  Data prediction exploits the fact that many applications 
can operate with approximate data, as long as it is ensured to be within certain limits of the actual data. This allows 
huge reductions in communication. These prediction techniques applied, to over 13 million data points from 4 real-
world applications, showing that it suppresses up to 99% of the application data, a performance often better than other 
approaches places minimal demands on resource-scarce WSN devices. 
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