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ABSTRACT: Cloud computing can be considered as Computing powered by the Internet that provides shared 

processing resources and data storage options. Since more users are opting for cloud-based computing the load is also 

eventually increased on the cloud. Load balancing is a technique of distributing the load over the different nodes. Cloud 

Computing uses various Allocation, Scheduling, and Load balancing algorithms to migrate incoming tasks or processes 

to unutilized or underutilized Virtual Machines (VM) for effective utilization of resources and to provide maximum 

throughput. Load Balancing is essential to distribute the dynamic workload evenly across the nodes and has turned out 

to be most significant part in distributed environment. It consists of various difficulties such as security, virtualization, 

fault tolerance, etc. This paper portrays an overview of diverse types of load balancing algorithms or techniques in 

cloud computing and a detailed study of their advantages, disadvantages, performance metrics and challenges. 
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I. INTRODUCTION 

 

Cloud Computing is a new technology of large scale distributed computing and which aims to have shared resources 

and processing powers. According to the definition of NIST (National Institute of Standards and Technology)[1] 

“Cloud Computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g. network, server, storage and applications, and services) that can be rapidly 

provisioned and released with minimal management efforts or service provider interaction.” 

Cloud computing is a technology which provides various computing services like a server, database, networking, 

software analytics and many such services over the internet on a Pay-per-use-on-demand model [6]. With the major 

advancements and success of cloud, it is attracting more users and enterprises to store and process their data on the 

cloud thereby reducing the infrastructure costs and at the same time achieving data integrity, scalability, reliability, 

high productivity and security at minimal costs.  

There are three basic types of cloud deployment model available namely private cloud, public cloud, hybrid cloud 

and two variations namely Virtual Private Cloud and Community Cloud[5].The cloud computing services are broadly 

categorized into three categories that are Iaas (Infrastructure as a service), Paas (Platform as a service) and  

Saas(software as a service).Since Cloud comprises of a huge number of physical and virtual servers, effective 

management of this infrastructure is a matter of concern [7].Cloud computing would surely serve as a next generation 

computation and will revolutionize the way development and deployment are implemented in distributed environment. 

II. LOAD BALANCING 

 

Load Balancing is the method to divide the workload a single computing resource has to perform across one or more 

servers, network interfaces, hard drives or other computing resources. Load balancing technique could be implemented 

with the help of hardware, software or a combination of both[17]. A load can be CPU load, memory capacity, delay or 

network load. Load Balancing optimizes the resource utilization, maximizes throughput, maintains workload and 
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improves response time [18].Load Balancer accepts the incoming requests and using the various assignment algorithms 

assigns the task or request to the appropriate computing resource based on task completion time and availability. 

 

A. Goals of Load Balancing: 

Goals of Load Balancing are as follows [19]: 

 To improve the overall performance significantly. 

 To Maintain the Stability of the system. 

 To make the system robust and flexible for future modifications and implications. 

 To build a fault tolerant system using backup mechanisms to secure the system from crashes or failures. 

 

B. Classification of Load Balancing Algorithm: 

There are different types of load balancing algorithms available which can be used depending upon the type of load and 

could be classified into two categories[19]. The following section will describe these two main categories of load 

balancing algorithms which are as follows: 

 

Based on Process Initialization: 

The Load balancing algorithm can be classified into three categories depending upon who initiated the process [19]: 

1. Sender Initiated: If the load balancing algorithm is initiated by the sender then it is known as Sender Initiated. 

2. Receiver Initiated: If the load balancing algorithm is initiated by the receiver then it is known as Receiver 

Initiated. 

3. Symmetric: It is the combination of both sender initiated and receiver initiated.  

Based on System State 

The load balancing algorithm can be classified into two categories based on the current state of the system [19]: 

1. Static: The Static Load balancing algorithm is not dependent on the current state of the system and also 

requires the prior knowledge of the system. Assignment of a task is done before the execution of program i.e. 

compile time. 

2. Dynamic: The Dynamic load balancing algorithm is dependent on the current state of the system and does not 

require prior knowledge of the system. It is based on redistribution of the process among the processors during 

the execution time. It consists of four policies namely Transfer Policy, Selection Policy, Location Policy and 

Information Policy [28]. 

III. LOAD BALANCING ALGORITHMS 

 

1. Round Robin Algorithm 

The Round Robin load balancing algorithm is one of the simplest technique for distributing and allocating incoming 

client requests across a cluster of processing nodes. Round Robin Load Balancer forwards the incoming request to the 

appropriate server from the list and the first server selected for allocation is randomly selected from the list [20]. The 

load balancer assigns the incoming request to the list of servers on a rotating basis or in a circular order [2]. When it 

reaches the end of the list, the load balancer loops back and traverse the list of server again. The Main benefit of using 

Round-Robin algorithm is that it is extremely easy and simple to implement. But the major drawback of this algorithm 

is it does not ensure accurate or efficient distribution of traffic since it assumes that all server are up and running, 

handling the same load and with same storage and computing capacities [20].  
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1.1 Weighted Round Robin Algorithm 

In this algorithm, a weight is assigned to each server based on certain criteria as specified by the administrator [20]. 

The proportion of weight assigned to the server acts as the determining criteria for the number of requests the server 

receives. 

 

1.2 Dynamic Round Robin Algorithm 

In this algorithm unlike in the weighted round robin algorithm the weight is assigned dynamically to the server based 

on real-time data gathered from the server’s current load and idle capacity details [20]. 

 

2. Throttled Load Balancing Algorithm (TLB) 

The Throttled Load Balancing Algorithm uses an index table containing virtual machines and their current status (busy 

or available). The requesting Client or server first initiates a request to the data centre to search for a suitable virtual 

machine (VM) to perform the task. The throttled load balancer then performs a scan of index table starting from the top 

until a VM is found with current state available or the entire index table is scanned [2]. If a VM is found, the id of VM 

is sent to the data centre or else the load balancer returns -1 to the data centre [21], [22]. Further, the load balancer 

continuously acknowledges the data centre of the new allocation in regular intervals. 

 

2.1 Modified Throttled Load Balancing Algorithm 

The modified throttled load balancing also maintains a list of index table of virtual machines (VM) like the Throttled 

algorithm. Also, the first VM is selected in the same manner. But during the next request arrives, the VM at index table 

next to already assigned VM is chosen based on the current state or availability of the VM. The main benefit of using 

modified variant of throttled algorithm is it gives better response time as compared to throttled algorithm. But it is 

observed that the state of some VM may change based on the allocation and deallocation of tasks. So it is not always 

beneficial to start searching for the next to already assigned VM [2]. 

 

3. Load Balance Min-Min Algorithm (LBMM) 

The Load Balance Min-Min algorithm uses Min-Min Scheduling algorithm as its base which consists of a set of tasks 

and then resource which has minimum completion time for all tasks is selected, then the task with minimum size is 

selected and assigned to the appropriate resource. It consists of a three-level hierarchical framework with Request 

Manager at first level of architecture which is responsible for receiving the task and assigning it to the appropriate 

service manager in the second level. After receiving the request, service manager divides the tasks into sub-tasks at the 

second level of architecture and assigns the subtasks to appropriate service node which resides at the third level of 

execution of the task. This algorithm greatly improves the load unbalance of Min-Min and minimizes the overall 

execution time, but fails to specify the selection of node for a complicated task comprising of large scale computation 

[23]. 

 

3.1 Load Balance Improved Min-Min Scheduling Algorithm (LBIMM)  

This algorithm also starts with the execution of Min-Min algorithm at the initial step. In next step, it selects the smallest 

task from the heavily loaded resource and performs calculations for the completion time of that particular task on all 

other resources. If the value is less than the value of makespan then the task is reassigned to the resource that generated 

it and eventually updates the ready time of both resources [2].  

 

 

3.2 User-Priority Aware Load Balance Improved Min-Min Scheduling Algorithm (PA-LBIMM) 

This Algorithm is incorporated with LBIMM to produce PA-LBIMM. This algorithm initially divides all the tasks into 

two groups G1 and G2 [2]. Group G1 consists of high priority user’s task and group G2 consists of ordinary or low 

priority user’s task. The higher priority task of group G1 is assigned first using the Min-Min algorithm to the high 

priority qualified resource set. At the end load of all the resources are optimized to create a final schedule. The 

algorithm is more focused on makespan, load balancing and user priority with a drawback of not able to consider the 

deadline for each task [24]. 
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4. Two Phase Load Balancing Algorithm 

This algorithm is a combination of OLB (Osmosis Load Balancing) which works on the principle of osmosis to 

reschedule the incoming tasks in the virtual machines [25] and LBMM. In the initial phase the OLB Scheduling 

manager assigns the task to the service manager and in the second phase, LBMM choose the suitable service node to 

execute the subtask by the service manager with the only drawback that it could be used in the static environment.  

 

5. Artificial Bee Colony Algorithm (ABC) 

This algorithm is proposed by J. Yao and J. H. He[26] based on the requirements and characteristics of cloud 

computing environments. In this type of strategy, hundreds of thousands of simultaneous requests of the same type are 

queued on the same server. Consequently, it raised local resource intensive phenomenon and deteriorated load 

balancing. 

 

5.1 Improved Artificial Bee Colony Algorithm (IABC) 

This algorithm was introduced to overcome the failure or shortcomings of ABC Algorithm. This algorithm replaced 

another type of requests with the next server request which eventually changes the type of the request thereby ending 

the accumulation of request and improves the throughput of the system. 

 

6. Ant Colony Optimization  

This algorithm consists of a model which considers the behavioural aspects of ant. Ants have a very limited memory 

and exhibit to have a larger component. Acting as a collective unit ants manage to perform a variety of incoming tasks 

which are complex with great reliability, efficiency, and consistency [27].The ants in the proposed algorithm 

continuously originate from the head node and scan the entire network making bidirectional movements to find the 

under loaded and overloaded nodes. ACO consists of two types which are Foraging Pherome and Trailing Pherome. To 

limit the ants, they commit suicide once they find target node.      

IV. METRICS 

 

Following are the metrics used in load balancing techniques: 

 Scalability- It is the ability of an algorithm to perform the load balancing efficiently with any given number of 

nodes. 

 ResourceUtilization- It is used to check the utilization of resources. 

 FaultTolerance- It is the time required to migrate jobs from one node to other. 

 ResponseTime- It is the metric used to determine the amount of time taken to respond by a particular load 

balancing algorithm. 

 Throughput- It is used to calculate the number of tasks which have completed execution. 

 Overhead- It is the metric used to determine the amount of overhead implemented in the load balancing 

algorithm which comprises of overhead due to movement of task and inter process communication. 

 Performance- It is used to check the efficiency of the system. 

V. COMPARISON AND ANALYSIS 

 

Load Balancing 

Methodology 

Parameter Merits Demerits Variations 

Round Robin 

Algorithm 

Allocation Based on 

a Circular Order 

Easy and simple to 

implement 

Does not ensure 

accurate or efficient 

allocation 

-Weighted 

Round Robin 

-Dynamic Round 

Robin 

Throttled Load 

Balancing Algorithm 

Allocation based on 

state found in VM 

Efficient Allocation 

to under loaded VMs 

Allocation may 

dither due to change 

-Modified 

Throttled Load 
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index table in state of VMs  Balancing 

Algorithm 

Load Balance Min-

Min Algorithm 

Based on two 

step(min-min) 

decisive factors for 

allocation 

Improves the load 

allocation and overall 

execution time 

Inefficient to allocate 

nodes for 

complicated task 

-LBIMM 

-PA-LBIMM 

Two Phase Load 

Balancing Algorithm 

Based on two phase 

allocation(OLB and 

LBMM) 

Improved Execution 

and efficiency 

Can be used only in 

static environment 

None 

Artificial Bee Colony 

Algorithm 

Accommodate 

hundreds of request 

in queue of same 

server 

Local resource 

intensive 

phenomenon 

Deteriorated load 

balancing 

-Improved 

Artificial Bee 

Colony 

Algorithm 

Ant Colony 

Optimization 

Allocation based on 

behavioural aspect of 

ants 

Improved Allocation 

execution and 

efficiency 

Cannot provide 

precise path for 

allocation 

Max Min Ant 

System 

 

VI. CHALLENGES  

 

Although Cloud computing is widely used and adopted across globe but still its research is in its early stages and 

some challenges remain unsolved in particular the load balancing challenges. 

 Automated Service Provisioning: One of the key features of cloud computing is elasticity which is acquiring 

and releasing of resources [3]. Service provider has to effectively allocate and deallocate resources while 

reducing the operational costs. There is Proactive and reactive resource control [4]. 

 Management of Energy: Saving energy is a key point that allows a global economy to implement set of 

resources supported by reduced providers rather than each one having its own resource [3].It has been 

estimated that the cost of powering and cooling accounts for 53% of total expenditure [29]. 

 Data Management: Storage of data across the network has grown exponentially and management of data has 

become a major challenge, thus raising the question of how data can be optimally stored. 

 Migration of Virtual Machines: Through the concept of virtualization an entire machine could be seen as an 

individual file or set of files. To unload a heavily loaded machine is it possible to move a virtual machine 

between physical machines [3]. The main agenda is to distribute and balance the overall load in datacenter. 

VII. CONCLUSION 

 

Cloud Computing has been widely accepted and adopted by many industries and users across the globe though 

there are many existing issues and challenges discussed in the paper. Central to this issue lies the issue of load 

balancing which is required to distribute the workload evenly between all the nodes to achieve proper resource 

utilization and produce a good throughput of the system, attain a high user satisfaction and reduce waiting time. Major 

emphasis is given to the study of load balancing algorithm and their variants, working, merits, demerits, comparison 

followed by challenges in load balancing. 
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