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ABSTRACT: Visual attention is a mechanism to derive possible location of object or regions from natural  scenes. 
Saliency detection technique has become a valuable tool in image processing because of many applications.Here we 
present methodologies based on the performance analysis of saliency detectionfor Stereoscopic Images based on 
MultiScale Retinex (MSR) and superpixel segmentation.The proposed method follows two steps  Firstly, MSRor 
Superpixel Segmentation  is used to enhances 2d image and  the depth feature is considered in saliency detection for 
stereoscopic image. And next four features namely color,luminance,texture and depth are extracted by using discrete 
cosine transform coefficients for feature contrast calculation. Then, a fusion method is used to combine the feature 
mapsto get the final saliency map of stereoscopic images. Experimental results shows the performance analysis of 
saliency detection for stereoscopic images for the two proposed methodologies. 
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I. INTRODUCTION 
 
Visual attention is an important part in the Human Visual System for visual information processing. Visual 

attention would selectively process the important part by filtering out others to reduce the complexity of scene analysis. 
These important visual information is also termed as salient regions in natural images. The visual attention applications 
such as visual retargeting [2],visual quality assessment [3],[4],visual coding[5],etc. The applications of stereoscopic 
display for 3D multimedia such as 3D video coding[6],3D visual quality assessment [7],[8],3D rendering 
[9],etc.Standard image enhancement techniques modify the image by using techniques such as histogram equalization, 
specification etc [11] so that the enhanced image is more pleasing to the visual system of the user than the original 
image. There is a difference between the way our visual system perceives a scene when observed directly and in the 
way a digital camera captures the scene. Our eyes can perceive the color of an object irrespective of the illuminant 
source. But the color of the captured image depends on the lighting conditions at the scene. Our aim is to enhance the 
quality of the image as to how a human being would have perceived the scene. The depth factor has to be taken into 
account for saliency detection of 3D images. The depth perception is achieved bybinocular depth cues are merged 
together with others in an adaptive way based on viewing space conditions the change of depth perception largely 
influences the human viewing behaviour [10]. 

The input 2D image is modified by the MSR algorithm and super pixel segmentation to get  a better image for 
visual attention than the original image.The  inputimage and depth map are divided into small image patches.  Color, 
luminance and texture features are extracted based on DCT coefficients of each image patch from the modified input  
image, while depth feature is extracted based on DCT coefficients of each image patch in the depth map. Feature 
contrast is calculated based on center-surround feature difference, weighted by a Gaussian model of spatial distances 
between image patches for the consideration of local and global contrast. A  fusion method is designed to combine the 
feature maps to obtain the final saliency map for 3D images. Additionally, inspired by the viewing influence from 
centre bias and the property of human visual acuity in the HVS, we propose to incorporate the centre bias factor and 
human visual acuity into the proposed model to enhance the saliency map. The Centre-Bias Map (CBM) calculated 
based on centre bias factor and a statistical model of human visual sensitivity  is adopted to enhance the saliency map 
for obtaining the final saliency map of 3D images. Existing 3D saliency detection models usually adopt depth 
information to weight the traditional 2D saliency map combine the depth saliency map and the traditional 2D saliency 
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map simply to obtain the saliency map of 3D images. Different from these existing methods, the proposed model 
adopts the low-level features of color, luminance, texture and depth for saliency calculation in a whole framework and 
designs a novel fusion method to obtain the saliency map from feature maps. 

The remaining part of the paper is as follows section Section II introduces the related work. In Section III, the 
proposed model is described in detail. Section IV provides the experimental results. The final section concludes the 
paper. 

 
II. RELATED WORK 

 
In this paper, we propose a Multi Scale Retinex(MSR) and Superpixel Segmentation  for  saliency detection  of  3D 
images. 
Multiscale Retinex: 
The Retinex is a human perception-based image processing algorithm provides color constancy and dynamic range 
compression.Retinex improves visual rendering of an image when lighting conditions are not good. While our eye can 
see colors correctly when light is low, cameras and video cams can't manage this well. The MSRCR (MultiScale 
Retinex with Color Restoration) algorithm, which is at the root of the Retinex filter, is inspired by the eye biological 
mechanisms to adapt itself to these conditions. Retinex stands for Retina + cortex. Besides digital photography, Retinex 
algorithm is used to make the information in astronomical photos visible and detect, in medicine, poorly visible 
structures in X-rays or scanners.  
Superpixel Segmentation: 
Superpixels (image segments) can provide powerful grouping cues to guide segmentation, where superpixels can be 
collected easily by segmenting the image using any reasonable existing segmentation algorithms. Generated by 
different algorithms with varying parameters, superpixels can capture diverse and multi-scale visual patterns of a 
natural image. Successful integration of the cues from a large multitude of superpixels presents a promising yet not 
fully explored direction. In this paper, we propose a novel segmentation framework based on bipartite graph 
partitioning, which is able to aggregate multi-layer superpixels in a principled and veryeffective manner. 
Our goal is to use the superpixels as basic units in the salient object detection and in the object recognitiontask in our 
future work. With respect to this goal the desired method is expected to fulfil the  criteriaSpatial coherence of clusters 
in image space.The boundary of the segmented superpixel should follow the boundary of regularly sized and 
regularlydistributed rectangular regions as far as no saliency edge are in the neighbourhood.Local spatial maxima and 
local minima in image, whose area is small compared with the desired sizeof the segmented superpixel (irrespective the 
corresponding intensity value of this local extreme) will beregarded as irrelevant and will have no contribution to the 
segmentation.Our approach is based on morphological processing and use of 8-connectivity. These methods are 
timeefficient and guarantee a spatial coherence. The crucial point is a question  which edge is a saliency edge andwhich 
edge should be ignored in the process of superpixel boundary For this decision we have constructed and enhanced 
image which has been done by removing of all regional local intensity extreme, hence removingall edges with local 
significance. The remaining edges are global and will be accepted as saliency edges. 
 

III. THE PROPOSED MODEL 
 

The framework of the proposed model is shown in  Fig1. Firstly, the input image is modified by using MSR or 
superpixel segmentation and then thecolor, luminance, texture, and depth features are extracted from the input 
stereoscopic image. Based on these features, the feature contrast is calculated for the feature map calculation. A fusion 
method is designed to combine the feature maps into the   saliency map. The input image is divided into small image 
patches and then the DCT coefficients are adopted to represent the energy for each image patch. The used image patch 
size is also the same as DCT block size in JPEG compressed images. The input RGB image is converted to YcbCrcolor 
space due to its perceptual property. In YcbCrcolor space, the Y component represents the luminance information, 
while Cb and Cr are two color-opponent components. For the DCT coefficients, DC coefficients represent the average 
energy over all pixels in the image patch, while AC coefficients represent the detailed frequency properties of the 
image patch.Thus, we use the DC coefficient of Y component to represent the luminance feature for the image patch as 
L=YDC (YDC is the DC coefficient of Y component), while the DC coefficients of Cb and Cr components are adopted to 
represent the color features as C1=C bDC and C2=CrDC (C bDC and CrDC are the DC coefficients from Cb and Cr 
components respectively).Since the Cr and Cb components mainly include the color information and little texture 
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information is included in these two channels, we use AC coefficients from only Y component to represent the texture 
feature of the image patch. 

 In DCT block, most of the energy is included in the first several low-frequency coefficients in the left-upper corner 
of the DCT block. As there is little energy with the high-frequency coefficients in the right-bottom corner of the DCT 
block, we just use several first AC coefficients to represent the texture feature of image patches. 

 

 
Fig1: frame work of proposed model 

 
The existing study demonstrates that the first 9 low-frequency AC coefficients in zig-zag scanning can represent most 
energy for the detailed frequency information in one 8 × 8 image patch. Based on the study, we use the first 9 low-
frequency AC coefficients to represent the texture feature for each image patch as T= {YAC1,YAC2, . . . ,YAC9}.depth map 
provides the information of the perceived depth for the scene. In a stereoscopic display system, depth information is 
usually represented by a disparity mapwhich shows the parallax of each pixel between the left-view and the right-view 
images. The disparity is usually measured in unit of pixels for display systems.The five features of color, luminance, 
texture and depth (L,C1,C2,T,D) for the input stereoscopic image are extracted by using DCT. The feature maps are 
calculated[1] , saliency estimation from feature map fusion is estimated[1]and then saliency enhancement is done for 
the obtained feature for final saliency map[1] 
 

IV. EXPERIMENT EVALUATION 
 

In this section, we conducted the experiments to demonstrate the performance of the proposed 3D saliency 
detection model. We first present the evaluation of color, luminance, texture and depth feature maps,2d and 3d 
saliency maps. 
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                     (a)                      (b)                    (c)                      (d)                          (e)                       (f)                       (g) 

 
(h)                        (i) 

Fig2: visual samples of saliency detection based on MSR (a) original image (b) Retinex Image (c)color feature map 
from cb component (d) color feature map from cr component (e) Luminance feature map (f) texture feature map (g) 
depth feature map (h) 2d saliency map (i) 3d saliency map. 

 
 

 
 (a) (b)                        (c) (d) (e) (f) (g) 

 

 
(h)                        (i) 

 
Fig3: visual samples of saliency detection based on Super pixel segmentation :(a) original image (b) Super pixel 
segmentation Image (c)color feature map from cb component (d) color feature map from cr component (e) Luminance 
feature map (f) texture feature map (g) depth feature map (h) 2d saliency map (i) 3d saliency map. 

 
Table1:Measurements of  methodologies 

Comparison results of segment error,log spectral distance, and quality for the proposed two different methodologies 
 
 

 
 

 
 
 
 
 

V. CONCLUSION 
 

We proposed the saliency detection based on (MSR) and superpixel segmentation for Stereoscopic Images. To 
improve the image quality, MSR or Superpixel Segmentation is applied  to the input image. The saliency is estimated 
based on the energy contrast weighted by a Gaussian model of spatial distances between image patches for the 
consideration of both local and global contrast. A fusion method is designed to combine the feature maps for the final 

 
METHODOLOGIES 

SEGMENT 
ERROR 

LOG 
SPECTRAL 
DISTANCE  

 
QUALITY 

MSR+SALIENCY DETECTION 4.496*e^-5 1.010*e^-5  
0.0838 

SUPER PIXEL 
SEG+SALIENCY DETECTION 

4.455*e^-5 1.0056*e^-5 0.0836 
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saliency map. Experimental results show the performance of the saliency detection  for stereoscopic images based on 
the MSR and superpixel segmentation. 
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