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ABSTRACT: Face recognition of sketch to photo is an active topic of research and has amounts of achievements. 
Despite of its achievement, the challenge of aging in sketch to photo face recognition has not gained attention. 3D face 
model is used to overcome many challenges of face recognition such as pose and illumination, since it is invariant to 
changes of viewpoint, illumination, background clutter, and occlusions; hence has gained so much of attention. 
However, 3D face reconstruction using sketch has never been done. By keeping in mind the existing problem of aging 
in face recognition for sketch to photo, we propose reconstructing of 3D face models using only one frontal composite 
face sketch. The methodologies used for doing so are Active Shape Modeling (ASM) and 3 Dimensional Morphable 
Model (3DMM). ASM is used for getting the feature points on the face based on the shape while 3DMM is used for 
reconstructing the face in 3D by using those points. The main challenge that comes for reconstructing 3D face using 
single sketch is that sketches do not have a defined texture like an image. Since, ASM only deals with the shape of an 
object, it fits for reconstructing 3 D face using sketch. Also, there does not exist a database for 3D face model using 
sketches; hence the methodology of 3D morphable model is used, which uses morphable model to reconstruct 3D face. 
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I. INTRODUCTION 
 

Over the last few decade ample amount of work has been done in face detection and recognition. The main reason 
account for this trend is the wide range of commercial and law enforcement applications. Due to this trend many 
technologies has emerged over years. The new techniques of recognition uses three-dimensional (3D) scans, high 
resolution still images, multiple still images, multi-modal face recognition, multi-algorithm, and pre-processing 
algorithms to correct for illumination and pose variations [1]. Even though few recognition systems have reached a 
certain level of maturity, their success is again depended by many conditions imposed by real environments. In simple 
words, the existing systems are still far away from the capability of the human perception system. Face recognition 
encounters many challenges such as aging, lighting, pose, expression, facial mark and many more. To solve the 
problem of pose variation, lighting variation and aging, concept of 3D face reconstruction was generated.  The 3D 
models give a realistic view of the face which helps in improving the accuracy of face recognition. Due to growing 
demands in various application areas face recognition has attracted great attention in recent decades. A very important 
application of face recognition is to assist law enforcement in recognition of a criminal sketch from the existing mug 
shots of the criminal database. Matching sketches with digital face images is a challenging problem as these two 
represent the same information in very different forms [3]. Digital images are very rich in texture and detailed 
information while sketches are representation of soft and prominent edges around the facial features. This makes face 
recognition between a digital photo and a sketch, a very challenging task. Despite the great need of such an automatic 
sketch-based photo retrieval system, few effective systems can be found in previous research [4].  
 

There are three types of face sketches: viewed sketches, forensic sketches and composite sketches. Viewed 
sketches are sketches that are drawn while viewing a photograph of the person or the person himself. Forensic sketches 
are drawn by interviewing a witness to gain a description of the suspect, hence leading to several inadequacies. 
Composite sketches are drawn using software tools that facilitate an eyewitness to select different facial components 
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from a wide range of pre-defined templates. Composite sketches may not include minute feature details as compared to 
other type of sketches, therefore, composite sketches often look synthetic and face recognition using them becomes 
tedious. Due to budgetary reasons many law enforcement agencies use facial composite software. 80% of the officers 
in law enforcement agencies used computer generated composites [5]. Age variations make face recognition arduous as 
it changes the structural geometry and face texture. Existing research has not yet addressed this challenging problem; 
albeit, it represents a very realistic scenario in law enforcement applications. 

As the problem of aging in face recognition of sketch to photo has not been given much attention, we propose a 
methodology where this problem can be solved by 3D face modeling. The construction of 3D model will be from mere 
single frontal composite sketch of the face. The methodologies that will be used are refined Active Shape Model 
(ASM) and 3D Morphable Model (3DMM). Active Shape Model detects the feature point based on shape and the 
profile image. Since, we will be having only single frontal sketch of the face and there is not database available for 3D 
model of sketches; we will be using 3 D Morphable Models to construct 3D face.  

 
II. LITERATURE SURVEY 

 
In the proposed methodology we will be constructing 3D model from single frontal composite sketch. 

Construction of 3D model requires detection of feature or landmark points on the face. In our proposed methodology, 
we will be using Active Shape Model for detecting facial feature points from the composite sketch. Since we have mere 
single frontal sketch to reconstruct the 3D face and also there is no existing database of 3D face model generated from 
sketches, we will be using 3 D Morphable Model for face reconstruction. 3 D morphable model reconstruct the face by 
using the feature points selected by Active Shape Model and the morphable model that is generated by 3D scans of 100 
male and female.  

Sketch recognition is one of the most challenging applications of face recognition. Due to the incorrectness of 
features in the witness description, standard face recognition algorithms are generally not applicable to matching 
sketches with digital face images. In face recognition literature, researchers have generally focused on matching two 
images captured using digital cameras. However, different law enforcement applications have led to other challenging 
applications of face recognition such as matching digital face images with surveillance camera images, scanned images, 
and sketches. 

Several law enforcement agencies across the world are now using software to generate the composites according 
to witness description. Since the composite images are generally drawn based on witness description, it is not very 
accurate and also lack the detailed texture and minute facial features. Very limited research has been performed for 
automating this process [12]. Han et al. [5] proposed a component based representation approach for matching 
composites with digital images. The algorithm extracts facial landmarks using active shape models and then features 
are extracted for every component using multi-scale local binary patterns. The features extracted from corresponding 
components of both composite and digital images are matched followed by score fusion and normalization to generate 
the matching result. The algorithm also uses gender information as an indexing parameter. The component based 
method was proposed in [5] to match composite sketches to photos using two different facial composite systems. 

Paper [13] proposes a new system for law enforcement based on the concept of content-based image retrieval 
and FRT. The input to the system is a sketch constructed by a witness or an investigator from a police station, and the 
output will be a ranked list of mug shots from the suspect database. This system can help the police to locate or narrow 
down potential suspects. In paper [14], Wang et al has proposed a face photo-sketch synthesis and recognition method 
using a multi-scale Markov Random Fields (MRF) model. Our system has three components: 1) given a face photo, 
synthesizing a sketch drawing; 2) given a face sketch drawing, synthesizing a photo; and 3) searching for face photos in 
the database based on a query sketch drawn by an artist. It has useful applications for both digital entertainment and 
law enforcement. Tang et al proposed a face photo retrieval system using sketch drawings [15]. By transforming a 
photo image into a sketch they have reduced the difference between photo and sketch significantly, thus allow effective 
matching between the two. To improve the synthesis performance, they separated shape and texture information in a 
face photo, and conduct transformation on them respectively. Finally a Bayesian classifier was used to recognize the 
probing sketch from the synthesized pseudo-sketches.  
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III. 3 D FACE MODELING 
 

In order to synthesize a specific 3-D face, extraction of two basic sets of data, i.e., the vertex topology of the 3-D 
wireframe and the texture of the face are required. The vertex topology is useful in structuring a 3-D model, while the 
face texture enhances the realism of the face model. According to the way of data extraction, the mainstream 
algorithms of 3-D face synthesis can be classified into four categories as follows [8]: 3D scanner, by using Stereo 
images, by using multi view images and by using single view image. Since, in our scenario we having only one single 
sketch the methodology that we will be acquiring to generate 3D face model is by using single view image. 

The estimation of 3D geometry from a single image is considerably more difficult since depth cannot be 
estimated from pixel correspondences. A major challenge is to extract this information directly from the images 
available to us, and in particular, when possible, from a mere single image. From the paper [9], algorithm for 3 D 
modeling by using single view image can be classified as:  Shape-from-shading (SFS) based algorithm, 3-D morphable 
model (3DMM)-related algorithm and Learning-based algorithm. Composite sketches do not have shading and there is 
no existing 3D face model database generated from sketches, hence SFS and learning based algorithm cannot be used 
in this scenario. 

 
IV. ACTIVE SHAPE MODEL 

 
The most popular Statistical Shape Model is the Active Shape Model (ASM) method, proposed by Cootes et al. 

[16]. The Active Shape Model represents a parametric deformable model where a statistical model of the global shape 
variation from a training set is built. One can make measurements whether the target is actually presented after 
matching the model. In face recognition application, we collect training images; represent all shapes with a set of 
landmarks, to form a Point Distribution Model (PDM).After landmarks alignment and Principal Component Analysis, 
gray-level profile is constructed for each landmark in all multi-resolution versions of a training image. To collect 
information about the shape variations needed to build the model, each shape has to be presented with a set of landmark 
points or landmarks. The number of landmarks should be adequate to show the overall shape and also show details 
where it is needed. Each shape will then be represented by a predefined number of landmarks; this number depends on 
the complexity of the object’s shape and the desired level of detail description. 

The model that will be used to describe a shape and its typical variations is based on the variations of the 
position of each landmark point within the training set. A training set of images should contain the object in different 
forms, and then one has to represent the shape in each image by labeling the set of landmark points. Each landmark 
point will thus have a certain distribution in the image space. In ASM, one has to model the variation distribution of the 
landmark points and hence the name Point Distribution Model (PDM). As a result of labeling the training set we have a 
set of N vectors. In order to study the variations of the position of each landmark throughout the set of training images, 
all the shapes must be aligned to each other. The aligning is done by changing the pose (scaling, rotating, and 
translating) of shapes as necessary to obtain the alignment. Figure 1 shows an algorithm for aligning all shapes. From 
figure 1, normalization of pose means scaling, rotating and translating. Normalization is carried out in order to force the 
process to converge, otherwise the mean shape may translate or expand (or shrink) indefinitely. Convergence is 
established if the shapes are not changing more than a pre-defined threshold. 
Following is an algorithm for mapping given object with the Point Distribution Model.  
1) Initialize with the mean shape.  
2) For each landmark, put it at new locations, evaluate with the KNN classifier, move landmark to best new position. 
3) Fit the shape model to displaced landmarks. 
4) Iterate steps 2 and 3  
5) If the current resolution is not yet the finest resolution, move to a finer resolution and go to Step 3. 
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Fig. 1 Algorithm for aligning all shapes 
 

 
V. 3D MORPHABLE MODEL 

 
A Morphable Face Model is derived by transforming the shape and texture of the examples into a vector space 

representation. 3 D scan of diverse set of humans are taken to obtain a better morphable model. From a given set of 
examples, a larger variety of different faces can be generated if linear combinations of shape and texture are formed 
separately for different regions of the face. These regions can be the eyes, nose, mouth, and the surrounding area.Once 
manually defined on the reference face, the segmentation applies to the entire morphable model. For continuous 
transitions between the segments, a blending technique must be used to non-segment the obtained result.  

In 3D morphable models, the model is represented by a mesh of control vertices, combined with an interpolation 
rule to create a continuous surface from the mesh. For initialization, the system currently requires image coordinates of 
about seven facial feature points, such as the corners of the eyes or the tip of the nose. Depending on what part of the 
face is visible in the image, different vertices may be selected for each image. Some salient features in images, such as 
the contour line of the cheek, cannot be attributed to a single vertex of the model, but depend on the particular 
viewpoint and shape of the face. The user can define such points in the image and label them as contours. During the 
fitting procedure, the algorithm determines potential contour points of the 3D model based on the angle between 
surface normal and viewing direction and selects the closest contour point of the model in each iteration. 

 
VI. PROPOSED METHODOLOGY 

 
Effect of aging becomes one of the major problems in matching sketches to mug shots. Aging has an impact on 

the shape of the face which can be studied properly through 3D model. 3D model can also be used to study effect of 
light, illumination and pose. We are proposing a method to generate 3D model from the given sketch. This model can 
be then used to study impacts of aging, pose, illumination and lighting. 

The proposed method uses ASM and 3DMM for generating the face model. ASM is used for selecting feature 
point from the face. This is achieved by generating a suggested shape by looking in the image around each point for a 
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better position for the point. This is commonly done using what is called a profile model, which looks for strong edges 
or uses the Mahalanobis distance to match a model template for the point. The profile image is used in ASM for 
mapping feature point on the input sketch. The profile image has the position of each feature point and the distance of 
those feature point to the other feature point. Once the feature points are obtained from the sketch, it is being fitted to 
3D morphable model. Morphable model of 3D faces captures the class-specific properties of faces. These properties are 
learned automatically from a data set of 3D scans. The morphable model represents shapes and textures of faces as 
vectors in a high-dimensional face space, and involves a probability density function of natural faces within face space. 
Since we are dealing with only shapes, the texture vectors will not be maintained. The selected features will be then 
fitted to the morphable model and a 3D model of the face will be created. The morphable model can be morphed as per 
the selected feature point on the sketch. 

In order to fit the morphable model, the sketches are segmented into eyes, nose, eyebrows, lips and jaw line. 
This is done to achieve better fitting. Once fitting is done successfully, it is important to merge those segments to 
achieve a continuous shape. For continuous transitions between the segments, the process of non-segmentation is 
performed. Non segmentation smoothen the surface and gives a realistic view. The next and the final step is full 
reconstruction through which a 3 D model of the sketch is generated. The depth of the face is determined by the 
morphable model and the selected feature point on the sketch; and the 3 D model is constructed. The final 3D model 
then can be used and rotated to get the all the view of the 3D model. The 3D model generated from the sketches can be 
further used for aging simulation, different pose or illumination variation for face recognition. 

 

 
 

Fig. 2Flow Chart for the proposed methodology of constructing 3D Model from Sketch 
 

VII. CONCLUSION 
 

The problem of aging has remained unsolved for photo to sketch recognition. There are multiple researches for 
solving this problem for photo to photo recognition but sketches has not gained that much of attention. Aimed at 
resolving the existing problem of aging in photo-sketch face recognition, we have proposed a method to reconstruct a 3 
D model from a given sketch. Construction of 3D face model from single frontal sketch is based on Active Shape 
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Modeling and 3D Morphable Model. Active Shape Modeling is used for selecting feature points from sketches and the 
selected features are used to create 3D model. 
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