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ABSTRACT:  The challenge of natural language processing is from natural language to logical form (SQL). In this 

project, we present an fuzzy semantic to structured query language (F-SemtoSql) neural approach that is a fuzzy 

decision semantic deep network query model based on demand aggregation. It aims to address the problem of the 

complex and cross-domain text-to-SQL generation task. The corpus is trained as the input word vector of the model 

with LSTM and Word2Vec embedding technology. 

A Database is an organized collection of data. It is created to store large amount of data and retrieve it efficiently in less 

amount of time. To retrieve data from the database Structured Query Language (SQL) is used. SQL has its own syntax 

of query. To retrieve correct data from the database this query should be written in proper or correct syntax. Thus users 

should have sufficient knowledge of SQL to retrieve data.  
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I. INTRODUCTION 

 

Three with the improvement of advanced computer, network, communication, and storage technology, massive 

interactive cross-domain data are creasing with an exponential rate. However, users can intuitively perceive behavioral 

events in a single shallow semantic parsing. And it does not address the need for users to deal with a large number of 

data events from deep semantic parsing and cross-domain data sources. At the same time, with the development of 

artificial intelligence technology, people’s requirement for natural language query is increasing.It is no longer sufficient 

for simple data retrieval, but the system can respond quickly and efficiently to complex query retrieval requirements 

involving logic and semantics. The expression of natural language map to a machine-understandable structured query 

language by semantic parsing method, it has become a research hotspot. Text-to-SQL task is one of the most critical 

subtasks of semantic parsing in natural language processing (NLP).  

 

Databases are very powerful means of storing and retrieving large amounts of data quickly and efficiently. There are 

many different commercially available database management systems used around the world. However getting data out 

of these databases is not an easy task. A special database interaction language called SQL (Structured Query Language) 

is used to communicate with these databases. Using Natural Language to communicate between a database system and 

its human users has become increasingly important since database systems have become widespread and their 

accessibility to non-expert users is desirable, if not essential, to facilitate full use of the database system. Natural 

Language to SQL translator (NLS-to-SQL) is aimed at reducing this complexity of database querying. First it is 

necessary to use a language that is understood by anybody, whether an expert database programmer or person with no 

computer knowledge. The best-suited language for this purpose is the English language. This means NLS-to-SQL has 

to translate English or natural language queries into SQL before retrieving data from database. Keeping this in mind I 

come up with a technique that converts a natural language statement to its equivalent SQL statement. To make "NLS-

to-SQL Translator" more flexible a lightweight approach is used to convert the Natural Language input into its SQL 

equivalent. This Lightweight approach extracts certain keywords and indicators from the English query using the 

preprocessor and then using the post processor, generates the SQL statement. The another important feature of this 

system is it provides a method of updating the dictionary by which we can add new word or phrase that can be mapped 

further to its equivalent clause in SQL. 
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II. RELATED WORK 

 

The existing approach is to generate the query from the knowledge of SQL manually. But certain improvement has 

done in recent years helps to generate more accurate queries using Probabilistic Context Free Grammar (PCFG). The 

current implemented standard is QuePy and similar, disjoint projects like them. These projects use old techniques; 

QuePy has not been updated in over a year. The QuePy website has an interactive web app to show how it works, 

which shows room for improvement. QuePy answers factoid questions as long as the question structure is simple. 

Recent research such as SQLizer presents algorithms and methodologies that can drastically improve the current open 

source projects. However, the SQLizer website does not implement the natural english to query aspect found in their 

2017 paper. We wish to prove these newer methods.  

 

III. SYSTEM MODEL 

 

This Lightweight approach extracts certain keywords and indicators from the English query using the preprocessor and 

then using the post processor, generates the SQL statement. The another important feature of this system is it provides a 

method of updating the dictionary by which we can add new word or phrase that can be mapped further to its 

equivalent clause in SQL.  

The proposed architecture is a standard NLP composed of Lexical, Syntactic, and Semantic analysis. 

 

 
Figure 1. NLP composed of Lexical, Syntactic, Semantic analysis. 

 

The modules included in our implementation are as follows 

Data Collection 

Stop words removal 

Generation of SQL Query 

Execution of Query 

 

 
 

Figure. 2 System Architecture 
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PROPOSED SOLUTION  

This Lightweight approach extracts certain keywords and indicators from the English query using the preprocessor 

and then using the post processor, generates the SQL statement. The another important feature of this system is it 

provides a method of updating the dictionary by which we can add new word or phrase that can be mapped further 

to its equivalent clause in SQL.  

The modules included in our implementation are as follows 

 

Pseudo Code: 

Procedure Data Collection() 

Begin: 

Step1: Download dataset from Yelp SQL database 

Step2:  Create database 

Step3: for each file in data collection 

 Step3.1: Read the SQL queries and load into the MySql database. 

Step4: End for 

End 

 

Stop words Removal: 

 Input to this module is an English sentence. Here first the type of query is identified and based on it 

preprocessor replace numerals, substitute comparison operators and also remove apostrophe. After that the noun 

clauses (ie: column or table name in the English sentence) are extracted. This output of preprocessor i.e english 

sentence containing noun clauses, substituted numerals and comparison operators is given to the postprocessor. For 

this, Convert Word to Number, Noun Clause Extractor , Numerical Operator Substituter interfaces are created. 

 

Procedure Stopword_Removal() 

Begin: 

Step1: Enter the normal sentence from GUI 

Step2:  Read the sentences 

Step3: Split sentences into words 

Step4: for each word 

 Step4.1: Replace numerals with comparison operators. 

Step4.2 Remove stopwords using nltk tokens 

Step 5: return the cleaned set of words. 

Step4: End for 

End 

 

Generation of SQL Queriess: 

1. Scanning the database: Here we will go through the database to get the table names, column names, primary and 

foreign keys.  

2. Input: We will take a sentence as a input from the user (using input.txt)  

3. Tokenize and Tag : We will tokenize the sentence and using POS tagging to tag the words 

 4. Syntactic parsing : Here we will try to map the table name and column name with the given natural query. Also, we 

will try to identify different attributes of the query.  

5. Filtering Redundancy : Here we will try to eliminate redundancy like if while mapping we have create a join 

requirement and if they are not necessary then we remove the extra table.  

6. Query Formation : Here we will form a complete SQL query based on MySQL syntax.  

 

Procedure Generation of SQLquery() 

Begin: 

Step1: Read the set of words from the previous module 

Step2:  Scan for the database name, table name, column names 

Step3: Apply the semantic parsing with the collected dictionary in dataset collection 

Step4: Filter the redundancy of the parsing result 

Step 5: Form the query. 

Step4: End for 

End  
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With the domain level knowledge of SQL we will create a corpus which will contain words which are synonymous the 

SQL syntax to SELECT, LIMIT, FROM, etc. This is common among the open source projects we have seen. Many of 

the open source projects we have inspected use such keywords, thus coming up with a generous keyword corpus will be 

easy. If our english to keyword mapping results are not desirable, we may use an online thesaurus api. A MySQL 

database will be constructed with data from the public Yelp SQL Database. We chose the yelp dataset because it is 

fairly large, has a good amount of tables, and we have some domain level knowledge about Yelp already. This data will 

be used as a corpus and for testing. The corpus will be constructed from the table names, column names, table 

relationships, and column types. The database corpus will be used in an unsupervised manner to keep the program 

database agnostic. A set of substructure queries will be used as a starting point for the queries. The natural language 

tokens will be matched to these.  

 STOP WORDS removal 

Input to this module is an English sentence. Here first the type of query is identified and based on it preprocessor 

replace numerals, substitute comparison operators and also remove apostrophe. After that the noun clauses (ie: column 

or table name in the English sentence) are extracted. This output of preprocessor i.e english sentence containing noun 

clauses, substituted numerals and comparison operators is given to the postprocessor. For this, Convert Word to 

Number, Noun Clause Extractor , Numerical Operator Substituter interfaces are created. 

Generation of SQL query 

1. Scanning the database: Here we will go through the database to get the table names, column names, primary and 

foreign keys.  

2. Input : We will take a sentence as a input from the user (using input.txt)  

3. Tokenize and Tag : We will tokenize the sentence and using POS tagging to tag the words 

 4. Syntactic parsing : Here we will try to map the table name and column name with the given natural query. Also, we 

will try to identify different attributes of the query.  

5. Filtering Redundancy : Here we will try to eliminate redundancy like if while mapping we have create a join 

requirement and if they are not necessary then we remove the extra table.     6. Query Formation : Here we will form a 

complete SQL query based on MySQL syntax.  

 

Query Execution: Here we will execute the query on database to get results 

 

IV.PERFORMANCE EVALUATION 

 

In this section, fig1 after loading the data from the dataset input sent as normal plain text and sent for generating a 

query. 

Fig 3 constructs the query provided from the input and displays the output.  

 

  
Fig 3:- Normal query while parsing 
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Fig:-4 Results displayed after the sql execution 

  

V.CONCLUSION 

 

This project has given us a great opportunity to come up with an solution for writing tedious queries. This project 

though helps resolving basic queries but with time it can made powerful to handle complex queries, normalization and 

also can be extended for nosql. We were able to learn and implement NLTK, cosine, tf-idf of python3. We have got 

accuracy around 30-50% in basic queries.  

In future work, we plan to deploy the proposed framework to real-world scenarios so as to further conduct practical 

evaluations of the proposed algorithm. 
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