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ABSTRACT: This paper is about the implementation of data forwarding for 32 bit RISC processor in VHDL. The 32-
bit RISC processor core is implemented using a five-stage pipeline consisting of fetch, decode, execute, memory and 
write back stages. Data Forwarding, stated in this paper is used to forward data into a previous stage of the pipeline 
when data dependency occurs due to sequential execution of instruction. This paper aims at reducing RAW Hazard. 
Load instruction takes only two clock cycles when the data from the load required in very next clock cycle. Simulation 
and functional verification of the VHDL code were carried out on Model-Sim. 
 
KEYWORDS: RISC Processor, Instruction cycle, Pipeline, Hazards. 
 

I. INTRODUCTION 
 

Portable applications such as mobile phones, pagers, and PDAs are continuously growing in sophistication. This places 
increasing burden on the embedded microprocessor to provide high performance. Higher performance, in processors 
can be achieved by having multiple stages of pipeline. Data Forwarding has been introduced to the pipeline to reduce 
the number of interlock cases and hence, reduce the average number of Clocks per Instruction (CPI). The 32-bits RISC 
processor core is implemented using a five-stage pipeline consisting of fetch, decode, execute, memory and result 
write-back stages. The device has Harvard architecture, and the simple bus interface. The Data forwarding paths in the 
processor allow back-to-back data processing instructions to execute in the pipeline without stall cycles. Load data, 
available at the end of the memory cycle, is also forwarded into the pipeline. If the data from the load instruction is 
required in the very next cycle then, there is one cycle interlock. This happens because, the data is not returned until the 
end of the memory cycle and the load instruction occupies 2 execute cycles in the data-path.[1][9] However, if the data 
is not required until the next instruction then the data is forwarded without interlock and the instruction occupying one 
execute cycle in the data-path. 

 
II. RELATED WORK 

 
A hazard is a situation that stops the successful execution of successive instructions in instruction pipeline resulting in 
an incorrect computation. Due to this, hazards increase the CPI (clocks per instruction) and reduce the processor 
performance. [6] There are three classes of Hazard. [7][8] 

 
1. Structural Hazards: They arise due to resource conflicts.  

 
2. Data Hazards: They arise when an instruction depends on the result of a previous instruction in a way that is 

exposed by the overlapping of instructions in the pipeline.  
 

3. Control Hazards: they arise from the pipelining of branches and other instructions that change the PC.[2]  
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There are several methods to reduce hazards including pipeline stalls, pipeline bubbling, data/register forwarding, and 
in the case of out-of-order execution, the score boarding method and the Tomasulo algorithm. [10] [11] Data 
forwarding, also known as register forwarding, is used to reduce data hazard. There are three types of data hazard. [5]  

 
1. RAW(READ AFTER WRITE)  
2. WAR(WRITE AFTER READ)  
3. WAW(write after write).  

 
Data forwarding described in this paper aims at reducing the RAW type of hazard. To understand how RAW hazard 
occurs, consider two instructions I1 and I2 where I1 occurs before I2 in program order. A read after write (RAW) data 
hazard refers to a situation where an instruction tries to read a result that has not yet been calculated or retrieved. This 
can occur because even though an instruction is executed after a previous instruction, the previous instruction has not 
been completely processed through the pipeline. [12] To understand this problem, let us take an example of sequence of 
instructions. Instructions are being executed in order. 
 

I1: Add R1, R2, R3 (R1← R2+R3) 
I2: Add R7, R4, R1 (R7← R4+R1) 
I3: Add R8, R6, R7 (R8← R6+R7) 
I4: STR R1, R10, offset (R1 ← mem(R10+offset)) 
I5: SUB R11, R1, R9 (R11 ← R1-R9) 
 

 
 

Fig.1 Instruction Execution in 5 stage pipeline 
 

As shown in the Fig1, during the first clock cycle, I1: Add R1, R2, R3 is being fetched in the next clock cycle, fetch of 
I2: Add R7, R4, R1 and decode of the I1: Add R1, R2, R3 are being executed. In third clock cycle fetch of I3, Decode 
of I2: Add R7, R4, R1 and Execution of I1: Add R1, R2, R3 are being executed. In decode stage source registers value 
will be read. In case of I2 instruction value of R4 and R1 will be read in third clock cycle. But the value of R1 is 
updated by the I1 instruction and new value of R1 is written back in ’write back’ stage of pipeline. Since the value of 
R1 is being updated in fifth clock cycle in ’write back’ stage, updated value of R1 will not be read. There may be a 
chance that decoder reads the wrong value of register R1.To avoid this problem, pipeline has to be stalled for three 
clock cycles, increasing the CPI and degrading the performance of processor.[2][3] 
 

III. PROPOSED SCHEME FOR HAZARD DETECTION AND DATA FORWARDING 
 

To solve this problem without stalling the pipeline, hazard has to be detected first. To understand how the hazard can 
be detected, let us take another example of sequence of instructions: 
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I1: MVI R3,427936(R3  427936) 
I2: MVI R4,432544(R4  432544) 
I3: ADD R5, R3, R4(R5  R3+R4) 
I4: ADD R8, R7, R9(R8  R7+R9) 
I5: SUB R11, R3, R10(R11  R3-R10) 

 
In this example, Source registers for Instruction I3 are R3 and R4 and destination register for instruction I1 and I2 is R3 
and R4 respectively. Due to this, instruction I3 completely depends on two previous instructions I1 and I2 and there 
will be a wrong execution of instruction if pipeline is not stalled. To detect this type of hazard, the source register of 
currently executing instruction is compared with the destination register of previous three instructions. In above 
example instruction I5:SUB R11, R3, R10 also depends on instruction I1: MVI R3,427936. But when the decode of 
instruction I5 is being executed, the value of register R3 is already updated in previous clock cycle so it is not necessary 
to compare the source registers of I5 with I1. Hence it justifies that only the destination of previous three instructions 
has to be compared with source of currently executing instruction. The problem with data hazards, introduced by this 
sequence of instructions can be solved with a simple hardware technique called ’forwarding’. Forwarding involves 
feeding output data into a previous stage of the pipeline. Forwarding is implemented by feeding back the output of an 
instruction into the previous stage(s) of the pipeline as soon as the output of that instruction is available.[4] To avoid 
this hazard, register value must be forwarded in the pipeline as shown in the Fig2 below. 
 

 
Fig.2: Data Forwarding Structure 

 
Instruction I3 depends on instructions I2 and I1. Register R3 will be written back in fifth clock cycle and R4 will be 
written back in 6 clock cycle. Whereas, instruction I3 tries to read the registers value of R3 and R4 in fourth clock cycle 
in decoder stage. To avoid the decoder from reading a wrong value of register R4, correct value of register R4 must be 
forwarded from E2-M1 stage to D4-E3 stage as shown in Fig 2. Same way, the correct value of R3 register must be 
forwarded from E1 to F4-D3. Same concept is used in all data dependencies occurring at different stages of pipeline. 

 
IV. SIMULATION RESULTS 

 
Simulation is carried out on Model-Sim. Different cases of data dependencies are simulated and results are shown in 
the figures below. 
 

Case1: 
MVI R3,427936 
MVI R4,432544 
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ADD R5, R3, R4 
 

 
 

Fig.3: Simulation Result for Case1 
 

As shown in the Fig3 above, instruction sequence will copy data 427936 to register R3 and 432544 to R4. Third 
instruction will add the R3 and R4 and result will be stored in R5. Third instruction requires correct values of R3 and 
R4 to execute. Register values of R3 and R2 should be forwarded. 
 

Case2: 
MVI R3,427936 
MVI R4,432544 
LDBI R5, R3, 13223 
ADD R6, R4, R5 

 
As shown in Fig4 below instruction sequence will load the data from memory location (R3 + 13223 = 441159) to 
register R5. Data pointer (dpt) will put 441159 on data address bus and data memory will return the data 336250197. 
This data will be stored in register R5 and in next instruction it will be added with register R3 and result will be stored 
in register R5. This is an example of base index addressing mode. 
 
 

 
Fig.4: Simulation Result for Case2 
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Case3: 
MVI R2,427040 
MVI R3,427936 
BNE R2, R3, 34647 

 

 
Fig.5: Simulation Result for Case-3 

 
Above instruction sequence will compare the register value of R2 and R3. If R2 6= R3, then PC will be set to 34647. 
As shown in Fig5 R2 6= R3, so processor will put 34647 on address bus. 
 

IV. CONCLUSION AND FUTURE WORK 
 

It is concluded that using data forwarding, described in this paper, RAW hazard can be reduced. All the instructions 
except branch and store, take 5 clock-cycles to execute, branch instructions take 3 clock-cycle to execute provided that 
branch is taken. Memory store instructions take 4 clock-cycles to store the data on memory without stalling the 
pipeline. Hence CPI of the processor can be reduced and the performance of the processor can be increased. Future 
work includes the implementation of ASIC of RISC processor with proposed pipeline. 
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