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ABSTRACT: Demand forecasting is one of the main decision-making tasks of retail industry. For demand forecasting 

first raw sales data is collected from the market, then according to data, the future sale/product demands are forecasted. 

This prediction is based on collected data that compiles through different sources. The machine learning engine 

executes data from different modules and determines the weekly, monthly, and quarterly demands of 

goods/commodities. In demand forecasting, its perfect accuracy is non-compromising, the more accurate system model 

is more efficient. 

Using machine learning, demand forecasting for product for next few weeks is possible. Implementing demand 

forecasting on azure cloud gives us scalability & availability of cloud features using pay as you go model. 
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I.INTRODUCTION 

Almost every business needs to predict the future to make better decisions and allocate resources more effectively. As 

an example, accurately forecasting spikes in demand for products and services can give a company a competitive 

advantage. The better the forecasting, the more they can scale as demand increases, and the less they risk holding onto 

unneeded inventory. Use cases include predicting demand for a product in a retail/online store. 

Traditionally, forecasting requires a deep level of knowledge and understanding of different models and methods. Most 

of the time, forecasting is done based on historical data which might not be easily available. Even when the data is 

available the process of predicting customer demand requires testing different methods, variables and distinguishing 

good from bad forecasts which can be time-consuming. 

When companies face all these challenges, they often decide to take a more simplified approach which can lead to 

inaccurate predictions and misinformed decisions. For this reason, everyone wants to forecast demand using Azure 

Machine Learning cloud based on historical data. 

We picked Azure Machine Learning due to the flexibility it provides since it is a fully managed cloud service that can 

easily scale up or down the resources to train Machine Learning (ML) models as needed. Using Azure cloud, we can 

use virtual machine Lift & Shift approach with vertical scaling or using Horizontal scaling depending upon the 

workload & as per your budget.  

Using horizontal scaling, we can use Virtual Machine scale set using load balancer, so that multiple servers can execute 

parallel batches at the same time so that we can reduce execution time of forecasting service which includes: 

1) Model Building service: model is trained using data  

2) scoring service: forecasting for current scenario. 

3) Prediction service: make the prediction on discount for price of product. 

II. REVIEW OF LITERATURE 

Author proposes [1] a new approach to predict demand forecasting of product for retail business using machine 

learning . 

Author proposes [2] a best idea to execute machine learning project by migrating it on azure cloud using Virtual 

Machine scale set & Lift & Shift approach so that reduces execution time for demand forecasting of products. 

http://www.ijircce.com/
https://azure.microsoft.com/en-us/services/machine-learning/
https://azure.microsoft.com/en-us/services/machine-learning/
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Author proposes [3] demand forecasting model to run maximum parallel batches so that prediction can be achieved 

more accurately. 

Author proposes [4] a best approach to reduce upfront cost of project by using Azure Cloud as it provides pay-as-you 

go model means as demand increases, we can increase number of resources & as demand decreases, we can reduce 

number of resources. 

Author proposes [5] proposed capabilities enable ML-based software to produce more accurate and reliable forecasts in 

complex scenarios.  

Author proposes [6] demand forecasting for new products using machine learning approach is complex as it needs 

historical data for comparison because more data, more accuracy.. 

III. PROPOSED METHODOLOGY 

 

A supermarket chain needs to forecast sales of products over the upcoming quarter. The forecast allows the company 

to manage its supply chain better and ensure it can meet demand for products at each of its stores. The company 

updates its forecasts every week as new sales data from the previous week becomes available and the product 

marketing strategy for next quarter is set. Quantile forecasts are generated to estimate the uncertainty of the individual 

sales forecasts.  

Solving Approach: 

 • The forecasts from scoring are saved in a csv initially and another R service is used to store it into the DB post some 

transformations.  

• The Prediction service is called by a recommendation service. Recommendation service is written in Java. The 
Prediction services provides the forecasts to the recommendation service and the recommendation service writes it into 

the oracle DB.  

• Model Building and Scoring are triggered using batch files in windows.  
• Prediction is run through recommendation which is in turn triggered by windows batch files. 

Model building/Scoring has the following parts.  

1. Get Data: Getting Data from different table in Oracle into R.  

2. Merge Data: Merge data from different sources into a single data frame.  

3. Data Aggregation: Aggregate the data into the desired level. In our case grouped-item level.  

4. Feature Creation: Create the features which will then be passed to the Model. 

 5. Model Training 

 

Migrating Machine learning code on Azure cloud using Virtual Machine Lift & shift approach is more flexible & 

scalable 

Horizontal scaling, also called scaling out and in, means adding or removing instances of a resource. The application 

continues running without interruption as new resources are provisioned. When the provisioning process is complete, 

the solution is deployed on these additional resources. If demand drops, the additional resources can be shut down 

cleanly and deallocated. 

VM Scale sets are used to deploy identical sets of VM Instances. i.e., when you enable scaling in azure, VM Instances 

deployed will have the same Configuration as memory and storage. Scale sets will also increase (Scale-Out) VM’s or 

decrease (Scale In) VM’s as and when the demand increases or decreases. A scale set can be automatic, manual, or 

both. 

Scale-Out: It’s a term used for increasing VM’s while scaling in azure. 

Scale In: It’s a term used for decreasing VM’s while scaling in azure. 

 

You can define rules to automatically adjust the capacity. 

 You can Scale out (increase) or Scale In (decrease) the number of VM’s in the set. 

 You can schedule events to increase or decrease VM’s at a specific time period. 

http://www.ijircce.com/
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 It reduces the monitoring time and optimizes the performance of the application. 

 Minimum no. of 2 instances of VM are required for auto scaling. 

      

IV. MATHEMATICAL MODEL 
 

In Demand Forecasting for product, it is directly proportional to  Impurity function i(t) which depends on the task being 

solved. For regression problems a common goal is to minimize the mean squared error or the residual sum of squares 

given that 

 
where Nt: is the number of node samples at node t,  

Lt is the subset of learning samples falling into the node t,  

y^t   is the prediction for that node and y is the actual value of the 

output variable Y  

After each tree is constructed and trained, the random forest algorithm uses each decision tree to calculate a prediction 

for the output variable y. These predictions are then combined into a final prediction value by taking an average of 

them. 

V. SIMULATION RESULTS 

 

Model building/Scoring has the following parts.  

1. Get Data: Getting Data from different table in Oracle into R.  

2. Merge Data: Merge data from different sources into a single data frame.  

3. Data Aggregation: Aggregate the data into the desired level. In our case grouped-item level.  

4. Feature Creation: Create the features which will then be passed to the Model. 

 5. Model Training 

 

 

 
 

Fig.1. Solution Architecture 

http://www.ijircce.com/
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Fig.2 Batch Running output screen 

 

 
 

Fig.3 Batch Files 

 

VI. CONCLUSION AND FUTURE WORK 

 

Demand forecasting model, which is used for retail product forecasting, by migrating code on azure cloud can 

reduce time to execute parallel batches. Here while migration to azure cloud, created virtual Machine Lift & Shit 

approach using vertical scaling and also using Horizontal scaling with Virtual Machine Scale Set (VMSS). Here using 

cloud migration, we can conclude that we can run a greater number of batches parallel so that we can give prediction 

about sales & product in time for customers. 

Demand forecasting using machine learning can be well calculated using Azure native apps like Azure Databricks 

using cluster computing. Azure Databricks provides the latest versions of Apache Spark and allows seamlessly 

integrate with open-source libraries. Spin up clusters and build quickly in a fully managed Apache Spark environment 

with the global scale and availability of Azure. Clusters are set up, configured, and fine-tuned to ensure reliability and 

performance without the need for monitoring.  
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