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ABSTRACT: Today lot of uncertain data is present in various areas. There is need of data classification andanalysis. 
To solve this problem, we introduced big data analytics for uncertain data classification. . In this system we will present 
an approach that will easy to implement and guarantees to achieveaccuracy and execution time. The decision tree and 
fuzzy decision tree algorithm is to use for uncertain data classification. It contains classification and partitioning by 
using map-reduce. Uncertain Datasets are used as input for classification technique and they generate classified data. 
Decision trees are widely used to classification and integrating decision trees with fuzzy set theory to deal with 
uncertainty of big data analytics. Fuzzy classification consists three main steps fuzzification, defuzzification and 
inference system. 
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I. INTRODUCTION 
 
A decision tree is an algorithm used for supervised learning problems such as classification or regression. classification 
is the process of organizing data into categories for its most effective and efficient use. It assigns categories to 
collection of data in order to make it more accurate and effective. Decision tree builds classification model in the form 
of tree structure and breaks down a dataset into samller subset and final result is decision nodes. It represents 
classification or decision. fuzzy decision tree algorithm is used to classify the uncertain data. It uses fuzzy logic with 
fuzzy set theory to overcome uncertainties and improve accuracy. Fuzzy logic is may-valued form in which truth values 
of variable may be in 0 and1.It uses two techniques first is fuzzification which map mathematical input values into 
fuzzy membership function and second is de-fuzzification which map fuzzy output into crisp output and then used for 
decision. 

 
II. RELATED WORK 

 
In the past years, some decision tree learning algorithms have been proposed for managing big data by adopting the 
map-reduce paradigm on the hadoop [7]- [8]. The different algorithms used for generating decision trees and by 
applying fuzzy logic, try to make it more accurate and efficient. To the best of our knowledge, there do not exist works 
that have discussed FDT for cloud computing environments taking into account accuracy, complexity and scalability 
[1]Machine learning in financial applicationdiffers from other domains in how the quality of a model is accessed where 
in most applications “accuracy of prediction” is often the only metric used. [3]. It also works on scaled dominance 
approach which is newly adopted to calculate the rule weight that takes the fuzzy frequency of class into account. [3]. It 
has been introduced in [9]- [10].  
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III.     METHODOLOGY AND ALGORITHM 
 
Fuzzy stands for uncertain data and fuzzy classification is the process of grouping element into fuzzy set. fuzzy set 
means unbalanced data elements of that fuzzy set having degree of membership.fuzzy classification corresponds to a 
membership function u that indicates whether an individual is member of class [3]. Data classification techniques used 
to find information entropy then fuzzification and defuzzification. It also involves the fuzzy inference system to done 
the task of map-reduce. Fuzzy decision tree is directed acyclic graph, where each internal node denotes a test on an 
attribute, each branch represents the outcome of the test and each leaf node holds one or more class labels. [1] 
 
Algorithm:  
 
Alogorithm: of FDT learning process [1] 
Require: training set TR, set X of attribute, splitting method split Met, stopping method stop Met. 
1.Procedure FDTLearning(in:TR,X,Split Met,Stop Met) 
2.rootcreate a new node 
3.treeTREEGROWING(root,TR,X,Split Met,Stop Met) 
4.return tree 
5.end procedure 
6.procedure TreeGrowing(in:node,S,X,Split Met,Stop Met) 
7.if  STOPMET(node)then 
8.nodemark node as leaf 
9.else 
10.splitsSELECTATTRIBUTE(X,S,Splits Met) 
11.for each splitz in splits do 
12.Szget the set of instances from S determined by splitz 
13.childzcreate one node by using splitz and Sz 
14.nodeconnect the node with TREE GROWING(childz ,Sz, Xz, Split Met,Stop Met) 
15.end for 
16.end if 
17.return node 
18.end procedure 
 

 
IV. ARCHITECHTURE 

 
     In this section, we introduce architecture for classification process of uncertain data. In that two main steps are 
defined first is FDT learning and second is Fuzzy partitioning. FDT learning consist approach of learning  algorithm 
and partitioning is a methodology for generating fuzzy sets to represent the underlying data. It follows the entropy 
based mechanism .fuzzy discritizer is used to generate strong fuzzy partitions.It also introduces membership 
functionalong  with techniques used to process input data that are fuzzification and defuzzification and inference 
system used to map the input to an output by using fuzzy logic. 
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System diagram: [6] 

 
fig no.1.system design[6] 

 
V. PROCEDURE TO BUILD FUZZY SET 

 
The proposed First consider the feature set suppose f={1……….F.}then define fuzzy membership function  
“µĀ(x)”.fuzzy sets are value of this membership function. It uses triangular membership function to build fuzzy set. if 
a, b, c  are points then a and  c are endpoints and b is core. 
Process is start with first fuzzify the input values into fuzzy membership functions.then execute all applicable rules in 
the rulebase to compute the fuzzy output functions.Defuzzify the fuzzy output function to get “crisp” output value. 
 

VI. CONCLUSION 
 

    In summary, for classification of uncertain data the decision tree and fuzzy decision tree are used in effective way. 
They are based on Hadoop map reduce functions. fuzzy logic is applied on input data and input is mapped into 
inference system and then mapped membership function are into crisp output. It provides more accurate and effective 
data. 
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