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ABSTRACT:  There has been a rapid growth in sales of luxury cars over the last decade. So we wanted to understand 

what are the qualities that are most important to buyers through the customer reviews. This project is using Natural 

Language Processing and Latent Dirichlet Allocation for topic modeling and sentiment analysis of the reviews of 5 

luxury car brands. 

On the customer reviews the Natural Language Processing and Latent Dirichlet Allocation are applied to understand 

the important qualities of cars that are helpful for buyers while purchasing cars. This paper also predicts the sentiment 

of the reviews. 

 
KEYWORDS:  Latent Dirichlet Allocation, Natural Language Processing, Sentiment analysis,Topic modeling. 

 

I. INTRODUCTION 
 
Topic Modeling on luxury car reviews is a data analytics application which can be used to know the qualities that are 

most important to buyers through the customer reviews. This application extracts meaningful topics from the reviews 

and the result computed. 

 

To use this application user has to upload the dataset consist of car reviews. This application performs sentiment 

analysis on the extracted topics from reviews. It represents the extracted topics in HTML format and also calculates the 

sentiment polarity and compares the sentiment polarity of different cars using a graph. 

 

II. PROPOSED METHODOLOGY OF TOPIC MODELING 

 
In the proposed system of Topic Modeling on luxury car reviews, with the help of the customer reviews it provides the 

best topics with high coherence values. It uses both LDAMallet and LDAMulticore for topic modeling. So, on the 

bases of the runtime and the coherence values it extracts the topics.This application provides the best topics on 

comparing the results of LDAMallet and LDAMulticore outputs. There are mainly three modules in this application. 

The modules of this application are as follows: 

 

1. Preprocessing module: 
 
In this module the input dataset is preprocessed with preprocessing methods and the process of preprocessing includes 
following steps. 

 

 Removing null values or missing values. Deletes the rows with no reviews. 

 Dropping unwanted columns or attributes which are not related to the topic modeling process and sentiment 
analysis process. 

 Changing the data type of the date column. 

 Removing stop-words with NLTK library. 

 Removing numbers from text with regular expression function. 

 Change text to Lower case and remove words less than 3 letters. 
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2. Topic modeling module: 
 
At this module the visualization process starts. e.g. word cloud to understand the common wordsin the review. It 

creates a dictionary and a corpus with the review text which are needed for the LDA models. LDA Multi-core and 

LDA Mallet are used to extract the meaningful topics from the text. 

 

3. Sentiment Analysis & Visualization module 
 
It is the module which conducts sentiment analysis on the extracted topics and displays the output. The output consists 

of a bar graph in which sentiment polarity is plotted and the .CSV file which has the percentage of positive reviews, 

negative reviews and neutral reviews. 

 

III. TOPIC MODELING 
 
In this paper, we propose a topic modeling scheme that uses both LDAmallet and LDAMulticore Mallet for topic 

modeling to see the one with the highest coherence score and with meaningful topics from the reviews [1]. 

 

In order to extract the meaningful topics from the customer reviews we use topic modeling and sentiment analysis [2]. 

 

1. Topic Modeling: 
 
The topic modeling analysis refers to a series of techniques that identify what text deals with. Topic modeling is a 

technique that extracts and suggests potentially meaningful topics from a great number of documents based on a 

procedural probability distribution model. 

 

We use the LDA models for topic modeling. Latent Dirichlet allocation (LDA) is the most popular topic model, which 

is a method for analyzing a large set of documents [4]. The basic idea is that documents are represented as a topic 

distribution where each topic is characterized by a word distribution. This application uses both LDAMallet and 

LDAMulticore. 

 

2. LDAMallet: 
 
Mallet, an open source toolkit, was written by Andrew McCullum. It is basically a Java based package which is used 

for NLP, document classification, clustering, topic modeling, and many other machine learning applications to text. It 

provides us the Mallet Topic Modeling toolkit which contains efficient, sampling-based implementations of LDA as 

well as Hierarchical LDA. It is fast when compared to LDAMulticore. 

 

The MALLET topic model package includes an extremely fast and highly scalable implementation of Gibbs sampling, 

efficient methods for document- topic hyper parameter optimization, and tools for inferring topics for new documents 

given trained models [3]. 

 

Fig:- Output format of LDAMallet 

 

3. LDAMulticore: 
 
It is also an open source toolkit, which is used for NLP, document classification, clustering, topic modeling, and many 
other machine learning applications to text. It uses all CPU cores to parallelize and speed up model training [5]. 
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The LDA module in gensim is very scalable, robust, well tested by its users and optimized in terms of performance, but 

it still runs only in single process, without full usage of all the cores of modern CPUs. 

 

Fig :- Output format of LDAMulticore 

 

With the help of word cloud we are visualizing top words, and keywords that are present in the reviews. Word Cloud 

analysis shows that excluding‘car, ‘truck, ‘mile, ‘ford and, ‘vehicle’ are more frequently mentioned in online reviews 

of 5 car brands named 'genesis', 'dodge', 'Ferrari', 'fiat', 'ford'. 

 

 
Fig :- Common 100 words in reviews 

 
Looking for the key topics shown in the entire document of the customer’s reviews was classified by subject, and 

judged that the most appropriate topics were classified into eight [6]. 

 

Among the words derived from each graph of eight topics, the high beta value has the most important meaning in that 

topic. For example Each topic is a representative theme of 10 keywords and Topic 1 isnamed ‘Look of cars’ which can 

be explained by words such as ‘look, ‘mustang’, ‘drive’ etc. Topic 

2 was named ‘Car airbag and safety’ with keywords like ‘problem’, ‘replace’, ‘time’, ‘engine’ etc. which can represent 
the inside of the car. 

The result of the topic modeling is represented in HTML format. The html file is generated by using the module 

pyLDAvis. 

 
Fig :- Output of Topic Modeling 

 

IV. SENTIMENT ANALYSIS 
 
Sentiment analysis refers to a technique that classifies or quantifies emotions in text and turns them into objective 

information. Humans use language to communicate their thoughts and feelings. If the topic modeling introduced 

earlier was a text mining technique that identifies the “target covered by text”, the sentiment analysis is a text mining 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

                               | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 7.542 | 

|| Volume 9, Issue 6, June 2021 || 

| DOI: 10.15680/IJIRCCE.2021.0906249 | 

 

IJIRCCE©2021                                                        |     An ISO 9001:2008 Certified Journal   |                                                 7487  

    

technique that estimates the “attitude contained in text”. Just as the topic modeling extracts words that embody topics 

assumed to be inherent in the text and estimates topics, sentiment analysis also estimates the feelings inherent in the 

text. 

In this paper we are generating the percentages of positive poll, negative poll and neutral poll present in the reviews. 

We are also generating the sentiment polarity distribution graph in which sentiment frequency is plotted with polarity. 

 

 

Fig :- CSV file of Sentiment Analysis. 

 

Fig :- Graph of sentiment polarity Distribution 

 

V. CONCLUSION 
 
The topic modeling on the luxury car reviews is developed to facilitate the manufactures with the information of what 

customers saying about cars from their reviews. It also provides the information of in which perspective the users are 

satisfied and in which perspective they are not satisfied. So, with the help of the topics extracted and the polarity 

manufactures try to increase the quality and also try to satisfy the users and increases their sales. 

 

VI. FUTURE SCOPE 
 
This project Topic Modeling on luxury car reviews has been developed in such a manner, that the future requirements 

of the company are met. The project is flexible to adapt the changes efficiently without affecting the present system. In 

future, there can be a provision of reading the reviews automatically from the webpage. And also checking polarity 

based on the context and also depicting the sarcastism in the reviews. 

We are also planning to implement the web application which takes car company as input which directly reads the 

reviews and displays the results. This is the future scope of our project. 
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