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ABSTRACT: Error correction codes are used in semiconductor memories to protect information against soft errors. 
Soft error is major concern for memory reliability especially for memories that are used in space applications. In such 
cases  simple error correction codes are preferred due to their simple encoding/decoding logic, low redundancy and low 
encoding/decoding latency. Hamming codes are attractive as they are simple to construct  for any word length and the 
encoding/decoding can be done with low delay. But they only allow single error correction or double error detection, so 
a multiple error can lead to a wrong decoding. Nowadays multiple errors are becoming more frequent as integration 
scale increases. Multiple errorsoccurs mainly to adjacent bits. In this paper modified Hamming codes to enhance 
adjacent error detection along with double adjacent error correction is presented. The enhanced detection of adjacent 
error can be achieved by modifying the Hamming matrices. The double adjacent error correction can be achieved by 
adding few redundant bits. The modified Hamming codes can correct single & double adjacent errors and can detect 
double errors & triple adjacent errors. The double and triple adjacent errors are precisely the types of errors that an 
MCU would likely cause, and therefore, the modified Hamming codes will be useful to provide error detection and 
correction for MCUs in memory designs. 
 
KEYWORDS: Hamming codes;Multiple cell upsets; enhanced adjacent error detection; double adjacent error 
correction;  Hamming matrix 
 

I. INTRODUCTION 
 

The memories play an important role in the semiconductor market because the system-on-chip market is booming and 
almost every system chip contains some type of embedded memory. The memories will be reliable only when the data 
stored in it is error free. If there is error then the memory will be unreliable and sometimes this can make the whole 
system unreliable. For memories that are used in radiation environments especially those that are used in space 
applications the main cause of error is the radiation induced soft error [1]. The radiation induced soft error occurs when 
a radiation particle hits the device and changes the logic value.  Error Correction Codes (ECCs) are used to prevent soft 
errors from causing data corruption in memories and registers [2], [3]. The codes used range from  simple codes such as 
Hamming codes [4] to more powerful and complex codes like Bose–Chaudhuri–Hocquenghem (BCH) codes, matrix 
codes and Euclidean Geometry (EG) codes [5], [6], [7]. In all cases, the data is encoded when it is written into the 
memory and decoded when it is read. Therefore, the encoding and decoding latency directly impact the memory access 
time. To minimize this effect ECCsfor which decoding is simple are used in most cases. Oneexample of codes for 
which decoding can be done with lowdelay is Single Error Correction (SEC) codes. Hamming codes are Single error 
correction codes. Hamming codes are attractive as they are simple to construct for any word length and theencoding 
and decoding can be done with low delay. SEC codes havea minimum distance of three and therefore a double error 
canbe mistaken for a single error and erroneously corrected. Toavoid this issue Single Error Correction Double Error 
Detection(SEC-DED) codes are preferred in memory applications[2], these codes have a minimum distance of four. 
Hamming codes can be extended with a parity bitcovering all bits to implement a SEC-DED code [4]. Therefore,they 
are suitable for memory applications and also to protectregisters in digital circuits. 



         
          
                ISSN(Online): 2320-9801 
           ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

                                                      Vol. 3, Issue 8, August 2015       
 

Copyright to IJIRCCE                                                    DOI: 10.15680/IJIRCCE.2015. 0308056                                                    7707 

 

A SEC-DED code [4] is capable of correcting one error and detecting all possible double errors. It is commonly used in 
memories and caches, but cannot correct more than a 1-bit error in a word. As technology scales, it is more likely that a 
radiation particle upsets more than one memory cell or register causing multiple errors [9]. This is known as a Multiple 
Cell Upset [10]. Recent studies characterizing different bit errors arising from an SEU suggest that 1–5% of the SEUs 
can cause multiple bit upsets (MBUs) [8].  The cells affected by the MCU are physically close and in many cases 
adjacent [11]. This is because errors are created along the path that the particle traverses. MCUs can therefore cause 
multiple errors on a given word causing a failure even when a SEC-DED code is used.  
 
In order to correct the most commonly occurring MBUs, this paper proposes a low cost ECC methodology to correct 
double adjacent bit errors and to detect triple adjacent errors. It involves constructing a single-error-correcting, double-
error-detecting, double adjacent-error-correcting, triple adjacent error detecting (SEC-DED-DAEC-TAED) code by 
selectively avoiding certain types of linear dependencies in the parity check matrix and by selectively shortening & 
reordering the Hamming matrices. A key feature of the proposed SEC-DED-DAEC- TAED code is that it uses only 6 
more additional check bits as the conventional SEC-DED codes and they have nearly identical  timing overhead as the 
conventional SEC-DED codes. 
 
The rest of the paper is organized as follows section 2 presents related work. In section 3 an overview of Hamming 
codes is presented. Section 4 describes the enhanced adjacent error detection. Section 5 describes the double adjacent 
error correction. Section 6 explains about the proposed code and in Section 7 the simulation results are presented. 
Section 8 provides the conclusion of the paper. 
 

II. RELATED WORK 
 

A number of approaches for extending the basic SEC-DED Hamming code [4] have been previously proposed. A 
special class of SEC-DED codes known as Hsiao codes [12] was proposed to improve the speed, cost, and reliability of 
the decoding logic. The codes constructed in the proposed methodology can be thought of as a special class of Hsiao 
codes. Another class of SEC-DED codes [13], [14] was proposed to detect any number of errors affecting a single byte. 
These codes are known as single-error-correcting double-error-detecting single-byte-error-detecting (SEC-DED- SBD) 
codes. For protecting byte-organized memories, SEC-DED-SBD codes are more suitable than the conventional SEC-
DED code.  
 
To provide complete double error correction capability, a double-error-correcting triple-error-detecting (DEC-TED) 
code may be used at the cost of much larger overhead in terms of both the check bits and more complex hardware to 
implement the error correction and detection [15], [16], [17]. 
 
The Reed-Solomon (RS) code and Bose-Chaudhuri- Hocquenghem (BCH) codes are able to detect and correct multiple 
bytes of errors with very low overhead in terms of additional check bits required. However, these codes typically work 
at the block level and are applied to multiple words at a time. The general drawbacks with these methods are latency 
and speed. Most of these codes require several cycles to correct the first error. Moreover, the encoding and decoding 
are much more complex and require several table lookups for multiplication in higher order fields. 
 
Another class of multiple error-correcting approaches combines coding with circuit level techniques to sense multiple 
errors in a memory. In [18] and [19], an asynchronous built in current sensor (BICS) on the vertical power lines of a 
memory along with a parity bit per memory word is used. A conventional SEC-DED code and the BICS approach are 
combined in [20] to detect multiple bit upsets affecting the same memory word. 
 
Even though several powerful error correcting codes exist, the SEC-DED code has remained an attractive choice 
mainly because of its fast and simple encoding/ decoding and low hardware overhead. One of the most commonly used 
techniques to minimize the probability of multiple bit upsets in a single word is bit interleaving which is a memory 
layout architecture in which physically adjacent bits are assigned to different logical words. For k-way interleaving, k 
adjacent failing bits appear as k single bit errors in k different logical words rather than as a k-bit error in a single 
logical word. A simple SEC-DED code can be used along with bit interleaving to help protect from multiple bit upsets. 
However, there can be some limitations/drawbacks for bit interleaving. In some cases, it may negatively impact floor 
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planning, access time, and/or power consumption. The proposed SEC-DED-DAEC-TAED code requires very little 
overhead and can be used instead of or in addition to bit interleaving to provide greater flexibility for optimizing a 
memory design.  
 
The Selective bit placement strategy is proposed in [21] to maximize the probability of detecting adjacent errors in 
Hamming codes. The enhanced detection is achieved by selectively placing the bits in the memory such that adjacent 
errors produce a syndrome that does not match any of those that correspond to a single error. In order to further 
enhance the adjacent error detection capability the Selective shortening and reordering strategy is proposed in [22]. The 
enhanced detection of adjacent errors is achieved by  reordering the Hamming matrices. 
 
The ECC methodology proposed in this paper constructs a different SEC-DED-DAEC-TAED code from the ones 
described in [22] and [23]. The proposed SEC-DED-DAEC-TAED codes are targeted for memories that are used in 
space applications. They have additional six check bits and nearly identical encoding and decoding latency as 
conventional SEC-DED codes. The proposed codes are constructed by selectively avoiding certain type of cycles in the 
parity check matrix and by selectively shortening &reodering the Hamming matrices. 
 

III. HAMMING CODES 
 

Hamming codes are linear block error-correcting codes that were proposed by R.W. Hamming [4]. They provide single 
error correction or double error detection. For any positive integer m ≥ 3 they have the following parameters : 
n  = 2m– 1; k  = n – m; dmin = 3                                  (1) 
where n is the block size, m the parity check bits, k the number of information bits and dmin the minimum distance of 
the code. The parity bits are organized in a special way so different incorrect bits produce different error results when 
decoding. Some possible values of the parameters are illustrated in Table I. For memory applications, the number of 
information bits k is commonly a power of two and Hamming codes are shortened to fit that word length as illustrated 
in Table II. 

Table I                                                                       Table II 
      Hamming Codes Parameters                                           Shortened Hamming Codes Parameters 

                                                  
 Hamming codes are linear codes and, consequently, can be generated and decoded using the generator and parity-
check matrices, respectively.An algorithm to generate Hamming code words from information bits is as follows: a) 
positions are numbered from 1 to n; b) positions are written in their binary form (1, 10, 11, etc.); c) bits in positions 2r 
are parity bits for those other positions where the binary form of those positions has  the bit r + 1 set to one.  
For instance, in the Hamming code (7,4) with n = 7, k = 4 and m = 3, positions c1, c2 and c4 are parity bits (p1, p2 and 
p3) and the information bits (d1, d2, d3 and d4) are placed in order in the rest of positions as shown in Table III. 
 

Table III 
Generation algorithm for Hamming Code (7,4) 

Position c1 c2 c3 c4 c5 c6 c7 
Binary 001 010 011 100 101 110 111 
Content  p1 p2 d1 p3 d2 d3 d4 
c1 (p1) --  011  101  111 
c2 (p2)  -- 011   110 111 
c3 (p3)    -- 101 110 111 

Parity bits are calculated as follows: 
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c1 = c3 ^ c5 ^ c7 or p1 = d1 ^ d2 ^ d4 
c2 = c3 ^ c6 ^ c7 or p2 = d1 ^ d3 ^ d4 
c4 = c5 ^ c6 ^ c7 or p3 = d2 ^ d3 ^ d4 

 
As an example, with this scheme the code word for data bits (1 0 1 0) is (1 0 1 1 0 1 0). In order to check the code 
word, the parity bits can be recalculated again from the information bits and compared to the original set of parity bits. 
If they match, then no error was introduced (or it is not detected), otherwise, an error is detected and the non-matching 
parity bits can provide us with the information of the bit that was flipped so that the error can be corrected. 
From a linear algebra approach, the parity-check matrix can be used to detect an error. The product of this matrix by the 
current value of the code word results in a vector called syndrome. If this vector is the null vector, then the current 
value of the word is an actual code word. In any other case, an error occurred in the code word. 
 
If a single bit error occurs in the code word, the syndrome vector that results from the product of the parity-check- 
matrix with the error code word gives the binary representation of the position where the error was inserted. A 
Hamming code can be used to correct single errors or, alternatively, to detect single and double errors. As the minimum 
distance between two words is three, it is not possible to distinguish between single and double errors. An option is to 
use an extended version of the Hamming code that includes an additional parity bit that covers all the bits in the code 
word. This solution increases the minimum distance to four and allows performing single error correction and double 
error detection (SEC-DED) simultaneously. Alternatively, it can be used to detect triple errors. With a minimum 
distance of 4, a triple error in the extended Hamming code can be miscorrected.  
 

IV. ENHANCED ADJACENT ERROR DETECTION 
 

The enhanced detection of adjacent errors is achieved by performing a selective shortening and reordering of the 
Hamming matrix so adjacent errors result in a syndrome that does not match that of any single error.  
For a 16-bit data word (k = 16), shortening is applied to a (31, 26) Hamming code, producing a (21, 16) SEC code. 
Thus, 10 columns can be removed from the original matrix. The shortening process chosen for this paper is as follows:  
• Fill the first 16 columns with the odd-weight values to maximize double-error detection. A double error affecting any 
of these columns will produce an even-weight syndrome. So, it will not correspond to any of these columns. 
 
• Sort those columns trying to minimize the different even-weight syndromes generated. Adjacent errors on these 16 
columns produce 15 syndromes. The goal is to maximize the coincidences between these syndrome values. 
• The remaining 5 columns need to be filled by even-weight values. However, an adjacent error produced in the 
transition between the last odd-weight column and the first even-weight value would produce a miscorrection as it 
corresponds to a different existing odd-weight column. So a specific odd-weight column will be selected and removed 
from the matrix to provide for the identified odd-weight syndrome. 
• The 5 columns plus the removed one (6 in total) are filled with even-weight values placing them in the appropriate 
order and excluding those which coincide with a previous double adjacent error syndrome. 
Using the procedure described above, the following matrix (2) is generated for Hamming (21,16) code. The parity bit 
columns (those that have a single one) are emphasized using bold face. 
 

      (2) 
 

A similar approach can be applied to Extended Hamming Codes adding the Triple Adjacent Error detectioncapability. 
Extending Hamming codes include an additional parity bit over the whole word. If we consider initially only the 
original Hamming matrix, selective shortening is, this time, performed by taking into account the weight properties of 
columns being added. The objective is to get an even-weight syndrome for any triple adjacent error. To fulfill this goal, 
columns are arranged placing them with the following weight order (odd odd even odd odd even . . . and so on). 
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An algorithm is designed to place the smallest available column value with the expected weight for a specific position. 
It excludes the previously selected columns and, if the expected weight is even, it also ignores those values that result 
from the combination of any previous consecutive three columns.Theresult is a set of matrices where any three adjacent 
columns produce a value not included in the same matrix, so a triple adjacent error is detected. The matrices for (22,16) 
code, which do not consider the parity bit yet, are shown in (3). 
 

       (3) 
 

The additional parity bit is easily generated as the combination of all bits and checked by comparing it to the parity of 
the code word excluding the bit itself. This process can be done independently or matrices can be modified. 
Considering the first option, double errors in the message (not affecting the parity bit) are detected because they will 
produce a Hamming Syndrome different from zero with no error in the recalculation of the parity bit.All triple adjacent 
errors are detected due to the special configuration of the check matrix, except the one affecting the additional parity bit 
and its two adjacent code word bits.To detect this error, the additional parity bit is placed prepending the less 
significant bit. Any error affecting the two first bits of the code word will be always detected because they produce a 
syndrome (with a value of 3) which is not a valid column value. Thus, a miscorrection is never performed. So if the 
parity bit is affected too, it will be detected by the previous condition without any additional modification. 
 

V. DOUBLE ADJACENT ERROR CORRECTION 
 

The characteristics of a linear block code are completely determined by its H-matrix. To detect all single bit errors, the 
corresponding error syndromes should be unique. Note that the syndrome for a single bit error at the bit position p is 
the same as the p-th column of the H-matrix. To uniquely identify all the single bit errors, all the columns of the H-
matrix must be unique. To detect all the double bit errors, the corresponding syndromes should be different from all the 
single bit error syndromes. To be able to correct all the adjacent double bit errors, the syndromes for the adjacent 
double bit errors should be different from each other and also different from all the single-error syndromes. Next we 
define the conditions that must be satisfied by the H-matrix to achieve single error correction, double adjacent error 
correction and double error detection: 
 
1) No all 0 columns.2) All columns are distinct. 3) No linear dependency involving 3 or less columns.4) No linear 
dependency involving columns Ci,Cj,Ck,Cmwhere m>k>j>i, such that j=i+1 and m=k+l. 
Condition 1 ensures that no single bit error case match the error free case.Condition 2 ensures that all the single error 
syndromes are unique. Every single error syndrome matches one of the columns of the H-matrix. Since all the columns 
of the H-matrix are distinct, the single bit errors are uniquely identifiable and hence correctable.  
Condition 3 ensures that the syndromes for all double bit errors are different from that of the single bit errors. The 
syndrome for a double bit error is determined by the XOR of the columns corresponding to the erroneous bit positions. 
If the H-matrix is free of 3-cycles then the XOR of any two columns of the H-matrix is not identical to any of the 
columns of the H-matrix. This ensures that the syndromes of all the double bit errors are different from the single bit 
error syndromes, and condition 2 ensures that the double bit error syndromes are non-zero. Hence all the double bit 
errors are detectable. 
Condition 4 along with condition 2, ensures that a syndrome for an adjacent double bit error is different from all other 
adjacent double bit error syndromes. If we assume that the only errors are single bit errors or adjacent double bit errors, 
then with an H-matrix satisfying conditions 1 through 4, we can uniquely identify the syndromes for all single bit errors 
and adjacent double bit errors and hence can correct all single bit errors and all double adjacent bit errors and detect all 
double bit errors. 
The H-matrix for the (22,16) code to to achieve single error correction, double adjacent error correction and double 
error detection is shown below in (4) 
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(4) 
 

VI. PROPOSED CODE 
 

The proposed SEC-DED-DAEC-TAED code has the following properties: 1) All single bit errors can be corrected.2) 
All double bit errors can be detected.3) All adjacent double bit errors can be corrected.4) All triple adjacent bit errors 
can be detected. 
 
The proposed code is constructed from the ones described in [22] and [23]. For a 16 bit data word the proposed code 
has 28 bit code word, i.e., 16 bit data and 12 bit check bits. It uses two H-matrices, one for triple adjacent error 
detection & one for double adjacent error correction. In order to generate the 28 bit code word from a 16 bit data, it first 
generate the 22 bit code word after multiplying the 16 bit data with the H-matrix for enhanced adjacent error detection 
and then it generates the 6 check bits using an XOR network corresponding to the G-matrix  for double adjacent error 
correction. The 6 check bits are then appended to the 22 bit code word forming 28 bit code word. 
During encoding, the data bits can be directly copied and the check bits are generated. The decoding algorithm is as 
follows: 
1) Generate the syndrome using an the  H-matrices. 
2) If the syndrome is the all zero vector, then no error is   detected, otherwise one or more errors occurred. 
3) If the syndrome matches any of the H-matrix columns, then a single error is detected and the error position is the  
corresponding column position. The corresponding bit should be flipped to correct the error. 
4) Else if the syndrome matches any of the n-1 adjacent double error syndromes, then a double adjacent error is 
detected and the corresponding bit positions are generated using the error correction logic. 
5) Else if the syndrome is other than the previous syndromes then a triple adjacent error is detected. 
 
Fig. 1 shows the basic error detection and correction block diagram. If a non-zero syndrome is encountered, then the 
OR gate flags an error indication. If the syndrome matches any of the single error syndromes  then the syndrome 
decoder generates a 1 in the erroneous bit position. Otherwise, if the syndrome matches any of the adjacent double 
error syndromes, then the decoder generates 1’s at the erroneous adjacent bit positions. Otherwise the output of the 
syndrome decoder is the all zero output. The syndrome decoder consists of 3-input OR gates whose inputs are driven 
by outputs of r-input AND gates. The   i-th output of the decoder is 1 if and only if a single error occurred at the i-th bit 
or a double adjacent error occurred at <i,i+1> bits or <i-1,i> bits. The outputs of the decoder are used to generate the 
corrected word, by using n 2-input XOR gates. If the syndrome is non-zero and does not match any of the single or 
double adjacent error syndromes, then a triple adjacent error is detected and UE signal is flagged. 

 
Fig. 1. Error detection and correction block diagram 
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VII. FPGA IMPLEMENTATION & SIMULATION RESULTS 
 

The code for the proposed Hamming code was written in Verilog Hardware Description Language and the code was 
simulated on ModelSim SE 6.3f for a 16 bit data. It was tested for correct functionality by giving various inputs  The 
proposed code is synthesized on Xilinx 13.3 version and has been implemented on Spartan 3E FPGA kit. The 
simulation results of the encoder and decoder section of the proposed code is shown in Fig. 2 and Fig. 3. The input to 
the encoder is a 16 bit data and the output is a 28 bit code word. The 28 bit code word is the input to the decoder.   
 

 
 

Fig. 2. Simulation result for encoder of the proposed code 
 

 
 

Fig. 3. Simulation result for decoder of the proposed code 
 



         
          
                ISSN(Online): 2320-9801 
           ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer  
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

                                                      Vol. 3, Issue 8, August 2015       
 

Copyright to IJIRCCE                                                    DOI: 10.15680/IJIRCCE.2015. 0308056                                                    7713 

 

VIII. CONCLUSION AND FUTURE WORK 
 

The ECC methodology described in this paper adds the ability to correct double adjacent errors along with the 
enhanced detection of triple adjacent errors. The proposed code can correct single error, detect double errors, correct 
double adjacent errors and detect triple adjacent errors. The main drawback is that it adds some area to the existing 
SEC-DED code because of the additional check bits required for the double adjacent error correction. The proposed 
methodology is flexible and can be used to construct codes for correcting any subset of double errors. It can help in the 
detection and correction of adjacent errors which are the ones usually caused by Multiple Cell Upsets (MCUs) in 
semiconductor memories. 
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