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 ABSTRACT: DRAM is one of the main memory for energy consumption. Clustered DRAM accesses a popular first-
ready, first-come, first-serve is memory request scheme for energy consumption. We propose a 3-D Integration 
Technology to combine SRAMs and MRAMs together onto chip multiprocessors. SRAMs have a more complicated 
structure with active connection between power and ground. The active connection between power and ground provide 
a much more robust signal. SRAMs is much easier to read resulting in a smaller latency. In this 3-D Integration 
technology combines resource allocation, power gating, data migration and frequency scaling of processors. NUCA 
architecture is proposed to reduce cache access latency. By running multiple programs, a multiple threads to exploit 
many resources. In a static NUCA architecture is proposed where the cache is broken into banks which can be accessed 
at different banks may proceed in parallel. A runtime cache management scheme improves the system performance and 
energy efficiency. This method yields on average of 61% performance improvement in terms of IPS. The proposed 
architecture can be used in real time system, mobile application and memory application. 
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I.INTRODUCTION 
 
              Energy efficiency is more critical in battery operated mobile systems. This become more apparent in high 
performance mobile system such as smart phone and tablet  PCs. DRAM with a capacity of several gigabytes [1], [2]. 
DRAM is most popularly used as main memory because of high density and low cost. Multi core processors are 
popular in computer system owing to poor scalability of single core-processors. Programs are getting bigger and 
trending to larger DRAM accommodation for larger programs in main memory. However larger DRAM capacity is 
accommodate with higher amounts power and energy, thus increasing cooling cost and reducing the lifetime of the 
battery. By increasing power and energy consumption of DRAM it is focused on over fetching problem and static 
power consumption. We propose a 3-D integration technology to combine SRAMs and MRAMs together onto chip 
multiprocessors. A memory clustering traffic is proposed which focuses on the energy conservation of RAM, called 
Clustered Look Ahead Prefechting (CLAP) to reduce the activate/ precharge and idle energy consumption of the 
system. The system memory is predicted using look-ahead prefechting (LAP). In CLAP, prefechting accesses are 
postponed until normal memory accesses are generated at data path. In this way we can increase the probability of row 
buffer hits and idle periods with first-ready, first-come, first serve (FR-FCFS). By using this memory scheduling 
technique we can reduce the number of row activation and idle power consumption. 
              High Latency of off-chip memory accesses has been critical in thread performance. Inter thread memory 
contention, If not properly managed can have individual thread performance as well as overall system throughput 
which leads to system underutilization and thread starvation [11].  Previously proposed memory scheduling algorithms 
are biased in system performance. By using this approaches cannot provide the high fairness and system throughput at 
same time. Cache performance is discussed for system performance and energy consumption. Cache is a hardware or 
software components that stores data so that future request for that data can be served faster, the data stored in a cache 
might be the result of an earlier computation. DRAM has some problem is that the switch is not a perfect valve, so 
electrons often “leak” away which can cause the device to lose information. In this paper we propose 3-D integration 
technique the SRAMs provide a active connection between power and ground. The active connection between power 
and ground provide much more robust signal. SRAM is much easier to read resulting in a smaller latency. MRAM 
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stores information in nano scale magnets. MRAM makes a lot of sense for on-chip cache. Cell area is also comparable 
to DRAM. This technique combines resource allocation, power gating, data migration and frequency scaling of 
processors. NUCA architecture is proposed to reduce cache access latency. By running multiple programs, a multiple 
threads to exploit many resources.  NUCA architecture which allows nearer cache banks to lower access latencies than 
further banks. NUCA architecture was initially proposed for uniprocessor systems. They consider L2 cache that has a 
single cache controller feeding one processor core.  
 
                                                                            II.SURVEY 
 
1. Energy efficient hardware data prefetching mechanism is introduced in recent year for energy and power efficiency 
in embedded system. The prefetching instructions are supported by most contemporary microprocessors. The most 
commonly used Hardware prefetching techniques use additional circuitry for prefetching data on access patterns. 
Hardware prefetching yields better performance than software prefetching. In this hardware prefetching mechanism a 
net leakage energy reduction is  due to performance improvement. 

                                                     
                                                            Fig.1  Baseline design for hardware prefetch.  
 
2.   DRAMs is one of the most popular used to implement the main memory due their high densities and low prices. 
Multicore processors are popular in embedded system and high performance systems due to poor scalability of single-
core processors. They have try to reduce energy consumption by using conventional DRAMs. Larger DRAMs are 
demanded due increase in program sizes. This trend increases power and energy consumption of DRAMs. Here th 
proposed Skinflint DRAM system ha lower performance, area, delay and energy because it is implemented by 
conventional cache and modified conventional DRAM system.  

                                                     
3.  DRAM memory plays an important role in overall power of latest-generation servers with multicore processors. 
There is a need to fully evaluate the memory power of contemporary DRAM memories. DDR2 and FB-DIMM are also 
included which shows that DRAM system configuration, including page policy, power mode, device configuration, 
burst length, channel organizations, selection of DRAM technology affects the memory power consumption. 
A contemporary high-performance memory system can perform multiple independent channels. Each channel connect 
several DIMMs that can include multiple ranks and each rank provides a group of DRAM chips to support memory 
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data bus width. A bank is a two dimensional array whose data is based on row buffer status, DRAM access may require 
different numbers of operations and different access time to consumes different amount of power. A row buffer access 
requires precharge access if the bank has not been precharged. The performance of DRAM memory systems is 
sensitive to system organization. 
We thoroughly evaluate and compare representative contemporary DRAM architectures performance under multicore 
processor systems. By increasing memory power consumption is becoming a severe concern for modern high-
performance in computing systems. Simple low power mode management policies that used as an idle rank into power- 
down modes. 
 

`                     
Fig.2 Multicore processor separate L2 cache 

 
                                                                            III. EXISTING  
 
                 In this paper clustered DRAM accesses exploit a popular first-ready first-come first-serve memory request 
scheduling which is more effective and increase the system performance. DRAM is one of the most main sources of 
energy consumption in computer systems. DRAM also reduces the energy consumption which prolong the lifetime of 
the battery operated. A new prefetching scheme is introduced to increase row buffer hits and idle periods of DRAM to 
improve the system performance and utilizing them for energy conservation. This scheme predicts the energy uses in 
system and clusters future DRAM access. In this prefetching, the memory traffic clustering scheme is to reduce the 
power and energy consumption of DRAM. 
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                                                           Fig.3  CLAP overall architecture.  
 
In the existing system prefetching scheme is developed to boosts the system performance by bring the data to lower 
level memory before they are required. Prefetching technique basically predicts the future data and determines the 
previous data. By this future work it implies that prefetching can be used for system performance as well as memory 
traffic clustering. While previously proposed memory traffic clustering scheme degrades the system performance due to 
demanded memory accesses are delayed. Power consumption is reduced, the energy may be counter balanced if the 
overall system execution time is increased. Clustering will reduce the power consumption in future memory accesses. 
 
A. PREFETCHING MECHANISM 
                        There are three types of prefetching schemes which plays there own role for various system performance 
and energy consumption. First it is based on sequential prefetching scheme. This scheme is simplest method and 
prefetch the data sequentially i.e initiates a prefetch for block s+1 when block s is accessed. In sequential prefetching it 
is divided into prefetch on miss and tagged prefetch. Prefetch on miss scheme initiates a prefetch for block s+1 when 
block s results in cache miss, in tagged prefetch scheme fetches blocks s+1 when block s is referenced first time. 
 
B. CLAP MECHANISM 
                        Look Ahead Prefetching technique is proposed to track the future instructions which are known as 
program counter and prefetching technique is called as Look Ahead program counter. To generate a prefetching  
addressed from a previous memory reference address with a stride limits the prefetching to a single loop forward 
iteration. While in LAPC prefetching the  prefetch address is created using previous memory reference and time valve. 
The prefetchimg data are useless when branch is incorrectly predicted which causes unnecessary memory traffic and 
cache pollution. 
         In this existing work larger and faster DRAM systems were demanded due to increase in program sizes and 
popular thread level parallelism. This trend however increases the power and energy consumption of DRAM. In this 
paper it is based on data prefetching scheme for memory traffic clustering which  can achieve a large improvement in 
the row buffers and power down mode utilization for system performance. 
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IV. PROPOSED 
                   
DRAM in the main memory access which is mainly used as a memory clustered traffic system to reduce power, energy 
and system performance. In this we proposed a new prefetching scheme called stride prefetching which monitors the 
memory access patterns to detect constant gaps in the addresses of memory accesses. Stride prefetching is implemented 
normally by comparing addresses used by memory instruction. The stride prefetching requires the address of previous 
memory access to be recorded with the last detected stride called reference prediction table (RPT). This is used to 
maintain the information regarding to the recently used load instructions. Prefetching request queue (PRQ) is 
responsible for clustering prefetching requests generated by RPT. A prefetching request is filtered out to avoid 
duplicate prefetching for same data. 

                                           
 
                                                        Fig..4 CLAP overall structure for NUCA technique. 
 
The CMPs cache structure is designed to have uniform cache access time regardless of the block being accessed. Such 
Uniform Cache Access (UCA) architectures certainly simplify the cache access policies. Today cache become larger 
and also partitioned into multiple banks, maintaining uniform accesses time for the entire cache is not good choice. The 
banks nearer to a core can actually be accessed much faster than the furthest bank. Wire delay plays an increasing 
significant role in cache design. While increase in wire delay it is difficult to provide uniform access latencies to all L2 
cache banks. NUCA architecture was initially proposed for uniform systems. They consider a large L2 cache that has a 
single cache controller feeding one processor core. 
 
Increasing wire delay makes it difficult to provide uniform access latencies to all L2 cache banks. One alternative is 
NUCA designs, which allow nearer cache banks to have lower access latencies than further banks. NUCA architecture 
was initially proposed for uniprocessor systems. They consider a large L2 cache that has a single cache controller 
feeding one processor core. Larger L2 cache is divided into multiple banks and all the banks are connected between 
them and cache controller 
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                                                                  .Fig. 5   NUCA architecture.  
 
NUCA caches are the only candidate to be the most performing and energy saving systems. In design of NUCA caches 
which considers energy consumption, the reduction of static power consumption. For dynamic components, the 
switched network dissipation is the most critical one to be considered in NUCA designs.   

                                              
                                                    Fig. 6 Different cache banks with different latencies. 
 
By considering the NUCA architecture and stride prefetching scheme in DRAM system the energy and power 
consumption is reduced. 
 
                                                                             V. RESULT 
       
The simulation result is shown in Modelsim 6.2c and synthesized using ISE design suite 14.5 and are shown below. 
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The simulated result is discussed about the NUCA scheme implemented in memory system for energy consumption 
and power. 

                                                          
                                                           Fig.7  Power analysis of NUCA architecture. 
 
The amount of power used in this architecture is 0.042W. 
 

 
                                                                         Fig.8  RTL schematic viewer. 
 

 
                                                                        Fig.9  Technology schematic viewer. 
               
                                                                           VI. CONCLUSION 
 
The proposed method has an advantage of using the stride prefetching scheme and NUCA architecture by reducing the 
efficiency of energy and power. The usage of memories are also controlled by reuse the memories in base of cache. The 
cache stores the data so future requests for that data can be served faster, the data stored in a cache might be the result 
of an earlier computation. The uses of cache allows for higher throughput. L2 cache is partitioned into multiple banks 
to enable parallel operations. This NUCA architecture can be used in real time systems, mobile application and memory 
application. 
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