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ABSTRACT: Breast cancer is one of the major problems for women that have increased over years. A well known 
statement in cancer society is “Early detection means better chances of survival”. So early detection is necessary as to 
prevent breast cancer with success and reduce morality. One of the most active areas of research in supervised machine 
learning is to study methods for constructing good ensembles of learners. The objective of this paper is to find smallest 
subset of features from Wisconsin Diagnosis Breast Cancer (WDBC) dataset by applying confusion matrix accuracy 
and 10-fold cross validation method that can ensure highly accurate ensemble classification of breast cancer as either 
benign or malignant. For classification, the breast cancer data were first classified by Support Vector Machine (SVM) 
and Naïve Bayes classifiers, and then finalize the classification process.  
 
KEYWORDS: Support Vector Machine, Naïve Bayes, Wisconsin Diagnosis Breast Cancer. 

I. INTRODUCTION 
 

In today’s 21st century, world runs on fast food, the possibilities of dreadful diseases have increased 
exponentially. Thus, the early detection of these diseases can be difference between life and death. 
 Breast cancer is the main leading cause of death for women. It’s estimated that up to 30% of all breast cancer 
tumors, even those caught early, will metastasize to other organs in the body, such as lungs, brains, bones or livers. For 
the detection of breast cancer, various techniques are used in mammography is the most promising technique and used 
by radiologist frequently. Mammogram images are usually of low contrast and noisy. In breast mammography, bright 
regions represent cancer. There are several features in mammography that help physicians to detect abnormalities in 
early stage, and these features can be directly extracted by image processing methods. 

 For the diagnosis and treatment of cancer, precise prediction of tumors is critically important. Among the 
existing techniques, supervised machine learning methods are the most popular in cancer diagnosis. In this paper 
WDBC dataset is used for breast cancer classification; this data set which is available publicly on the web [16].The data 
set involves recordings from a Fine Needle Aspirate (FNA) test. By using these dataset a comparison of two different 
classifiers that can be used in machine learning, namely the Naïve Bayes algorithm and SVM classification of ensemble 
classifier. Ensemble classification refers to a collection of methods that learn a target function by training a number of 
individual learners and combining their predictions. Naïve Bayes Methods – Probabilistic methods of classification 
based on Bayes Theorem. Support Vector Machines – Use of hyper-planes to separate different instances into their 
respective classes.  
                In order to measure the performance, 10-fold cross validation technique is used on datasets. That is, the data 
are partitioned by the ratio 90:10% for training and testing. This is done ten times by a different 10% being tested each 
time. 

II. RELATED WORK 
 

Classification is a data mining technique based on machine learning which is used to classify each item in a set 
of data into a set of predefined classes or groups [1]. In the paper [3] by Maglogiannis et.al has proposed for breast 
cancer data sets, features are usually computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. 
FNA is a diagnostic procedure used to investigate lumps or masses under the skin. It involves fluid extraction from a 
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breast mass using a small needle and then it is visually inspected under the microscope. In the paper [2] by Asuncion 
and Newman has proposed these features are related to the shape of the cell nuclei present in the image. A commonly 
source for these features is the Wisconsin Diagnostic Breast Cancer (WDBC) data set which is publicly available from 
the UCI repository. In the paper [6] by Lavanya and Usha Rani have proposed hybrid methods that enhance the 
classification accuracy of WDBC dataset with 10 fold cross validation.  

In the paper [5] by Aruna et al. has proposed the performance criterion of supervised learning classifiers such 
as Naïve Bayes, SVM-RBF kernel, RBF neural networks, Decision trees (J48) and simple CART are compared, to find 
the best classifier in breast cancer datasets (WBC and Breast tissue). In the paper [9] by Sadhana and Sankareswari 
have proposed the comparison of accuracies for the two classifiers (SVM, Decision Tree) for WPBC based on 10-fold 
cross validation as a test method. The accuracy of SVM is the best classifier and the accuracy obtained by decision tree 
is better than that produced by SVM. In the paper [11] by Sivakami had proposed breast cancer prediction that was 
done using DT-SVM Hybrid Model. Other classification algorithms had also been applied like IBL, SMO and Naïve 
Bayes. So this comparative study revealed that DT-SVM performed well in classifying the breast cancer data compared 
to all other algorithms.  

In the paper [7] by Gouda I. Salama et al, have presented a comparison among the different classifiers decision 
tree (J48), Naïve Bayes (NB), Multi-Layer Perception (MLP), Sequential Minimal Optimization (SMO) and Instance 
Based for K-Nearest neighbour (IBK) on three very popular different databases of breast cancer (Wisconsin Breast 
Cancer (WBC),Wisconsin Prognosis Breast Cancer (WPBC) and Wisconsin Diagnosis Breast Cancer (WDBC)) by 
using confusion matrix and classification accuracy based on 10-fold cross validation method. The experimental results 
showed that in the classification using fusion of J48 and MLP with the PCA was superior to the other classifiers using 
WBC data set. In the paper [4] by Mehmet Fatih Akay had proposed medical decision making system based on SVM 
combined with feature selection has been applied on the task of diagnosing breast cancer. Considering the results, the 
SVM-based models have developed very promising results in classifying the breast cancer. In the paper [10] by Leena 
Vig had presented an analysis using Random Forest classifiers, Artificial Neural Networks, Naïve Bayes and Support 
Vector Machines. Results show that ANN’s, Random Forests and SVMs are able to yield models with high accuracy, 
sensitivity and specificity whereas Naïve Bayes performs poorly.  

In the paper [12] by Animesh Hazra et.al, have proposed the Naïve Bayes classifier gives the maximum accuracy 
with only five dominant features and time complexity is least compared to other two classifiers. In the paper [13] by 
Ebrahim Edriss Ebrahim Ali and Wu Zhi Feng , have proposed the results of both NN and SVM were compared on the 
basis of accuracy and precision. It was observed that classification implemented by Neural Network technique in this 
paper is more efficient compare to SVM as seen in the accuracy and precision. Bayesian classification provides 
practical learning algorithms and prior knowledge on observed data. 

III. MOTIVATION AND JUSTIFICATION 
 
Breast cancer is the most common cancer among women in Wisconsin regardless of race. It accounts for nearly 

one-third of all cancers diagnosed among women. Mammography can often detect breast cancer at an early stage, when 
treatment is more effective and cure is more likely. A huge amount of medical records are stored in databases. This 
database can be utilised for research purposes. Lots of research findings have been done on the diagnosis of breast 
cancer with the Wisconsin breast cancer data sets in literature with a relatively high predictive classification 
performance. Basically SVMs are binary classifiers, which means they can be used as a decision function that will 
return “yes” or “no” for a given input data point. In the paper [15] by Vapnik and Chervonenkis[1964]on SVMs with 
kernel and by Cortes and Vapnik[1995] on SVMs that can handle errors in the data sets which turned SVMs into a very 
powerful and flexible tool for the classification of real-world data. This success is due to the excellent performance of 
SVMs compared to other machine-learning algorithms. SVM is most suitable for working accurately and efficiently 
with high dimensionality feature spaces in addition to that SVM is based on strong mathematical foundations and 
results in simple way and very powerful algorithms. Another classifier like Naïve Bayes is designed for use when 
predictors are independent of one another within each class, but it appears to work well in practice even when that 
independence assumption is not valid. It requiring a small amount of training data to estimate the parameters necessary 
for classification is the advantage of the Naïve Bayes classifier.  
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Motivated by all these facts, it’s recommended to classify the WDBC dataset by using classification algorithm. 
Hence it justify that the classification of breast cancer dataset with Support Vector Machine (SVM) and Naïve Bayes 
algorithm is suitable for this application. 

IV. ORGANIZATION OF THE PAPER 
 
The remaining paper is organized as follows: - Section V includes proposed algorithm which includes outline of the 

framework, Section VI includes performance Evaluation, Section VII includes Experimental results and Section VIII 
includes conclusion of the paper. 

V. PROPOSED ALGORITHM 
 

A. OUTLINE OF THE PROPOSED WORK 
The processing steps applied to WDBC data are given in Figure I. 

 
 
 
 
 
 
 
 
 
 
 
 
     
      
 

Fig. I Processing Steps 
B.  SUPPORT VECTOR MACHINES 

Support Vector Machine (SVM) is a supervised machine learning algorithm which can be used for both 
classification and regression challenges. However, it is mostly used in classification problems. In this algorithm, 
plot each data item as a point in n-dimensional space (where n is number of features you have) with the value of each 
feature being the value of a particular coordinate. Support Vectors are simply the co-ordinates of individual 
observation. Support Vector Machine is a frontier which best segregates the two classes (hyper-plane/ line). 
 
 
 
 
   
 
 
 
 
 
 
 
 

Fig. II Optimal hyper plane separating the two classes and support vectors. 
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SVM Algorithm 
 
Algorithm: Generate SVM  
Input: Training Data, Testing Data  
Output: Decision Value  
Method:  
Step 1: Load Dataset  
Step 2: Classify Features (Attributes) based on class labels  
Step 3: Estimate Candidate Support Value  
While (instances! =null)  
Do  
Step 4: Support Value=Similarity between each instance in the attribute 
Find Total Error Value  
Step 5: If any instance < 0  
Estimate  
Decision value = Support Value\Total Error  
Repeat for all points until it will empty  
End If 
 
C.  NAÏVE BAYES CLASSIFIER 

Naïve Bayes (NB) classifier is a probabilistic classifier based on the Bayes theorem. Rather than predictions, 
the Naïve Bayes classifier produces probability estimates. For each class value they estimate the probability that a 
given instance belongs to that class. It assumes that the effect of an attribute value on a given class is independent of 
the values of the other attributes. This assumption is called class conditional independence 

Naïve Bayesian Model assumes that all the variables are mutually independent. Let D be the training set of 
tuples & their associated class labels. Each tuple is represented by N attributes such that a tuple will contain N values. 
Suppose there are m class labels from 1ܥ,C2,…݉ܥ for any new tuple X, then the classifier will predict that ܺ∈ the 
class having highest probability condition on X. It shows that X belongs to the ith class then i is having highest 
probability i.e. If P (ܺ݅ܥ)>ܲݓݔ݆ܥℎ݁1 ݁ݎ≤݆≤݉.  The class ݅ܥ for which (ܺ݅ܥ) is maximized is called maximum 
posterior hypothesis. As (ܺ) is constant for all the classes it is not considered & the formulas becomes, 

 (݅ܿ)ܲ∗݅ܥܺܲ=(ݔ݅ܥ)ܲ
In order to predict the class label of X, calculate ܲ݅ܿݔ∗ܲܿ݅ is evaluated for each class Ci and the predictor class label is 
class ci for which ܲ݅ܿݔ∗ܲܿ݅ is maximum. 

VI. PERFORMANCE EVALUATION 
 

A.  MEASURES FOR PERFORMANCE EVALUATION 
In this study, the accuracy of two data mining techniques is compared. Although such metrics are used more 

often in the field of information retrieval, its considered as they are related to other existing metrics such as specificity 
and sensitivity. These metrics can be derived from the confusion matrix and can be easily converted to true-positive 
(TP) and false-positive (FP) metrics. 

 
1.  Accuracy Measures: 

Accuracy measure represents how far the set of tuples are being classified correctly.TP refers to positive tuples 
and TN refers to negative tuples classified by the basic classifiers. Similarly FP refers to positive tuples and FN refers 
to negative tuples which is being incorrectly classified by the classifiers. The accuracy measures used here are 
sensitivity and specificity. 
 

Accuracy= ۼ܂	ା	۾܂
ۼ܂	ାۼା۴۾ା۴۾܂
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2. Confusion matrix:                                                                              
 

The confusion matrix contains four classification performance indices: true positive, false positive, false 
negative, and true negative as shown in Table1. These four indices are also usually used to evaluate the performance 
the two-class classification problem. 
The four classification performance indices included in the confusion matrix is shown in Table I. 

Table I. Confusion Matrix 
Actual Class Predicted Class 
 Positive  Negative 
Positive True 

Positive(TP) 
False 
Negative(FN) 

Negative False 
Positive(FP) 

True 
Negative(TN) 

 
3. Cross Validation: 

Cross-validation is a standard tool in analytics and is an important feature for helping you develop and fine-
tune data mining models. You use cross-validation after you have created a mining structure and related mining models 
to ascertain the validity of the model. Cross-validation has the following applications: 

 Validating the robustness of a particular mining model. 
 Evaluating multiple models from a single statement. 
 Building multiple models and then identifying the best model based on statistics. 

 
4. Sensitivity Analysis: 

A sensitivity analysis is a technique used to determine how different values of an independent variable impact 
a particular dependent variable under a given set of assumptions. Sensitivity (also called the true positive rate, 
the recall, or probability of detection[1] in some fields) measures the proportion of positives that are correctly identified 
as such (e.g., the percentage of sick people who are correctly identified as having the condition). 
 

Sensitivity = ۾܂
ۼା۴۾܂

 
5. Specificity Analysis: 

Specificity (also called the true negative rate) measures the proportion of negatives that are correctly identified 
as such (e.g., the percentage of healthy people who are correctly identified as not having the condition). 

Specificity =   ۼ܂
۾ା۴ۼ܂

 

VII. EXPERIMENTAL RESULTS 
 

A. CLASSIFICATION OF CANCER DATASET 
To evaluate the effectiveness of our method, experiments on WBCD is conducted. This database was obtained 

from the university of Wisconsin hospital, Madison from Dr. William H. Wolberg. This is publicly available dataset in 
the Internet. Table II shows the descriptions of database. 
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Table II. Descriptions of Database 
 

No Attributes No of Attributes 
1. Number of instances 699 
2 Number of attributes 10 
3 Attributes 2 through 10 Instances 

 
4 Classes 1. benign 

2. malignant 
5 Class distribution 1. Benign:458(65.5%) 

2. Malignant: 241 (34.5%) 
 

Attribute Information of WBCD Dataset are briefly summarized in Table III. 
 

Table III. Attribute Information 
 

No Attribute   Domain 
1.  Sample code number           id number 

2.  Clump Thickness                 1 -10 

3.  Uniformity of Cell 
Size        

1 -10 

4.  Uniformity of Cell 
Shape     

1 -10 

5.  Marginal Adhesion              1 -10 

6.  Single Epithelial Cell 
Size    

1 -10 

7.  Bare Nuclei                          1 -10 

8.  Bland Chromatin                  1-10 

9.  Normal Nucleoli                  1-10 

10.  Mitoses       1-10 

11.  Class (2 for benign, 4 for 
malignant) 
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B. PERFORMANCE EVALUATION 
1. Accuracy 

The accuracy of Naïve Bayes and SVM are shown in Figure III.      

           

Fig. III Accuracy of SVM and Naïve Bayes 
2.  Specificity and Sensitivity 

The Performance Evaluation of Sensitivity and Specificity are shown in Figure IV 

 

Fig. IV Sensitivity and Specificity 
3. Confusion Matrix 

The Confusion Matrix of SVM and Naïve Bayes are shown in Figure V 

 

Fig. V Confusion Matrix 

 

 

 

94.5

95

95.5

96

Naïve Bayes SVM

Accuracy

Accuracy %

0.85
0.9

0.95
1

1.05

Sensitivity Specificity

Naïve 
Bayes
SVM

Sensitivity and Specificity

0 10 20 30 40 50

TP
FN
FP
TN

SVM

Naive 
Bayes

Confusion Matrix

http://www.ijircce.com


          
               
              ISSN(Online): 2320-9801 
        ISSN (Print):  2320-9798                                                          

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 
Vol. 4, Issue 12, December 2016  

  

Copyright to IJIRCCE                                                         DOI: 10.15680/IJIRCCE.2016. 0412129                                             21174       

 

5. Naïve Bayes 10 fold cross validation 
The 10-Fold Cross Validation of Naïve Bayes is presented in Table IV. 
 

Table IV 10-fold Cross Validation for Naïve Bayes classifier 
 

Naïve Bayes 10-Fold Cross Validation 

NO K-FOLD TP FN FP TN SENSITIVITY SPECIFICITY 

1.  K=1 45 0 1 23 1.00 0.96 
2.  K=2 43 2 0 24 0.96 1.00 
3.  K=3 45 0 2 22 1.00 0.92 
4.  K=4 43 2 1 23 0.96 0.96 
5.  K=5 43 2 2 22 0.96 0.92 
6.  K=6 44 1 1 23 0.98 0.96 
7.  K=7 43 2 3 21 0.96 0.88 
8.  K=8 44 1 2 22 0.98 0.92 
9.  K=9 43 2 1 23 0.96 0.96 

    10. K=10 44 1 4 20 0.98 0.83 
    11. Overall   44 1 2 22 0.97 0.93 

 
6. SVM 10-fold Cross Validation 

The 10-Fold Cross Validation of SVM is presented in Table V. 
 

Table V 10-fold Cross Validation for SVM classifier 
SVM 10-Fold Cross Validation 

NO K-FOLD TP FN FP TN SENSITIVITY SPECIFICITY 

1.  K=1 42 3 0 24 0.93 1.00 
2.  K=2 41 4 0 24 0.91 1.00 
3.  K=3 43 2 1 23 0.96 0.96 
4.  K=4 43 2 0 24 0.96 1.00 
5.  K=5 40 5 0 24 0.89 1.00 
6.  K=6 42 3 0 24 0.93 1.00 
7.  K=7 44 1 1 23 0.96 0.98 
8.  K=8 44 1 2 22 0.98 0.92 
9.  K=9 40 5 0 24 0.89 1.00 

    10. K=10 41 4 0 24 0.91 1.00 
    11. Overall 42 3 0 24 0.93 1.00 

VIII. CONCLUSION  
 

In this paper, the accuracy of Ensemble classification techniques is evaluated based on the selected classifier 
algorithm like Naïve Bayes and SVM. An important challenge in data mining and machine learning areas is to build 
precise and computationally efficient ensemble classifiers for Medical applications. The performance of Naïve Bayes 
shows the high level compare with SVM of ensemble classifiers. The confusion matrix of each Classification method is 
presented in Figure V; the values to measure the performance of the methods (i.e. accuracy, sensitivity, specificity) are 
derived from the confusion matrix and showed in Figure III and Figure IV. It was found that Naïve Bayes model 
produced highest accuracy i.e. 95.65% which is so far highest. Other classifier like SVM were far less accurate 
compared to Naïve Bayes. 
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