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ABSTRACT: Various transaction activities such as booking airline tickets, online banking, distance learning, group discussion and so on are performed using the Internet. The realization of these activities involves the exchange of useful data that must be protected against malicious attacks. If certain malicious activities occur in the network, it is essential to alert the user to this. Detecting malicious activity is critical to protecting our data. To protect the data that is exchanged on the network, we need to implement a system that achieves faster attack detection and response accordingly. To detect malicious activity, we use the intrusion detection system (IDS) for security reasons. This article focuses on the IDS using the Vector Support Machine (SVM). During the survey, the main challenges identified were the low detection rate and the response time. To overcome these challenges, the parallel implementation of the SVM classifier and the appropriate technique of characteristic reduction must be applied to achieve a high detection rate and a low response time.
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I. INTRODUCTION

Due to the explosive growth of information exchange and e-commerce over the last decade, we are using the Internet. We use the Internet to exchange our useful assets. So we have to put in place a security mechanism to protect our valuable assets. For the sharing of confidential, private, public or commercial property by means of an Internet connection, the protection of these assets against intrusive attacks is of paramount importance. Detection of intrusive behavior is the most important part of the network to prevent intrusive attacks. In order to detect this intrusive behavior in the network, intrusion detection systems are incorporated into the network. The intrusion detection mechanism can be defined as the process of monitoring events occurring in a computer system or network and analyzing the same for intrusion signs [8]. Different emerging areas such as genetic algorithm, swarm intelligence, fuzzy logic, neural network are used to integrate the security mechanism into the network.

We carry out various activities such as online shopping, payment of invoices, reservation of movie tickets, booking of air tickets, filling out forms for exams and so on. As part of the activities mentioned above, we share important assets, we need a security mechanism to protect our valuable assets from damage caused by the intruder. To protect and prevent our assets against intrusive attacks, the intrusion detection system is implemented to detect the intrusive behavior of the network. The intrusion detection system is classified [7] mainly as (1) host-based intrusion detection system which analyzes the activity of a single host in the network, and (2) the detection system of Network intrusion that analyzes the activities carried out on the network. The technique of intrusion detection in the network is categorized [7] as detection of misuse and detection of anomalies. The misuse detection performs the matching of current activities with the stored attack signatures and if a match occurs, an attack is detected. In the anomaly detection if a deviation is found is the daily profile of the user's activity, the system is attacked and the alarm is triggered. Four main type of network attack [18] are categorized as:
DoS: Denial of Service, e.g. sync flood
R2L: Unauthorized access form remote machine, e.g. guessing password
U2R: Unauthorized access to local super user(root) privileges, e.g. various buffer overflow attack
Probe: probing and surveillance, e.g. port

II. RELATED WORK

In [2] Author presents network intrusion detection using agent and SVM to improve the accuracy of detection of intrusive attacks. The network intrusion detection system consists of a data acquisition module, an intrusion detection agent and the management agent. The model used in this paper uses four SVM classifiers that classify network data into five classes: DoS, probe, U2R, R2L, and normal. The experiment is performed on the KDDCUP99 dataset to detect the precision of the attack by applying the SVM model. The same dataset is used to measure the attack detection accuracy by applying the back propagation approach. By comparing the results, one can know that the SVM detection accuracy is 0.9457 which is more compared to the back propagation which is 0.8771. From the experiment performed, the application of the technique of SVM and agent is preferable to the artificial neural network application (back propagation).

In [3] It also shows the optimal hyper plane for binary classification of data points. An optimal hyper plane should be selected such that it should maximize the distance between its nearest points that belong to the class [16]. This distance is known as margin. As SVM performs binary classification, we need a mechanism that intelligently classifies data when more than one target class is present. In order to classify data in more than one class, a multiclass classification approach is adopted. SVM performs the multi-class classification.

This paper describes the use of a raw ensemble hybrid method and SVM. Hybrid method is used in this paper where the approximate approach is used for data reduction and SVM approach is used for classification of data and detection of intrusion. Here, the output can belong to one of five classes: probe, U2R, R2L and the DoS attack data and the normal data. Before providing the data to the SVM classifier, data reduction is accomplished by applying a rough set to simplify the training data. After that, the data passes through the SVM classifier. Finally, the experiment was carried out on the selected data set and the results of the experiment concluded that the detection accuracy of RS-SVM was higher (93.64%) than that of SVM (86.62%).

III. PROPOSED ALGORITHM

We focus on an automated learning model using a modified vector support machine (SVM) that combines the benefits of supervised and unsupervised learning. In addition, we propose a preliminary feature selection process using GA to select more appropriate packet fields. Now we discuss our hybrid algorithm steps which are as follows:

Step 1 - Load the kdd dataset first.
Step 2 - Preprocessing the Data

Here, process all the data in the database. The KDD CUP database "99 contains 41 functions such as dst_bytes, src_bytes, etc. Since the SVM classification uses only numerical data for testing and training, it is necessary to convert the textual data into numerical values. We assumed some numeric values for different text functionality, such as "protocol_type" functionality "tcp" as 3, "udp" as 7, and "icmp" as 9 etc as shown in the table.

<table>
<thead>
<tr>
<th>TYPE</th>
<th>CLASS</th>
<th>NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack/ Normal</td>
<td>Attack</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Normal</td>
<td>0</td>
</tr>
<tr>
<td>Protocol Type</td>
<td>TCP</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>ICMP</td>
<td>9</td>
</tr>
</tbody>
</table>

Transformation Table for translating the Text data to numeric data in KDD cup 99 Data Set
In this work, the genetic algorithm-based approach is proposed to select the optimal characteristics of the 41 global characteristics. The selected characteristics discriminate in the predictive class when classifying for abnormality.

The steps of the algorithm are as follows:

1. Generate a random population of n chromosomes (data set of appropriate solutions for the problem)
2. Evaluate the physical condition \( f(x) = \frac{k(x)}{\sqrt{k + k(k-1)x}} \) where \( k \) is a random number and \( x \) represents the chromosome of the population
3. Create a new population by repeating the following steps until the new population is complete,
   A) Choose two relative chromosomes of a population according to their fitness (better physical condition, greater chance of being selected).
   B) With a probability of crossing, the parents form a new offspring (children). If no crossing has been done, the offspring is an exact copy of the parents.
   C) With a mutation probability, mutate new offspring at each locus (position in the chromosome).
   D) Place new descendants in a new population.
4. Use the new generated population for a new algorithm sequence
5. If the final condition is satisfied, stop and return the best solution in the current population
6. Go to step 2.

**Step 3- Feature Selection Algorithm (Weka SVM Decision Tree Stump)**

The main reason for selecting the KDD Cup 99 dataset is that it is currently the commonly used dataset that is shared by many researchers. In this dataset, 41 attributes are used in each record to characterize the behavior of network traffic. Of these 41 attributes, 38 are numeric and 3 symbolic. The characteristics present in the KDD dataset are grouped into three categories and are discussed below.
A. Basic Functions: Basic features include all attributes extracted from a TCP/IP connection. These functions are extracted from the packet header and include bytes src, dst_bytes, protocol etc.

B. Content features: These functions are used to evaluate the payload of the original TCP packet and to look for suspicious behaviors in the payload part. This includes features such as the number of failed logon attempts, the number of file creation operations, and so on. In addition, most R2L and U2R attacks do not have frequent sequential sequences. This is because DoS and Probing attacks involve many connections to certain hosts in very short time, but R2L and U2R attacks are embedded in the data portions of the packets and usually involve a single connection. To detect these types of attacks, content-based features are used.

C. Traffic functions: These functions include functions calculated according to a window interval and are divided into two categories

I) "Same host" functions: These functions are derived only by examining the connections of the last 2 seconds which have the same destination host as the current connection and calculating the statistics relating to the behavior of the protocol, the service and so on.

B. Content features: These functions are used to evaluate the payload of the original TCP packet and to look for suspicious behaviors in the payload part. This includes features such as the number of failed logon attempts, the number of file creation operations, and so on. In addition, most R2L and U2R attacks do not have frequent sequential sequences. This is because DoS and Probing attacks involve many connections to certain hosts in very short time, but R2L and U2R attacks are embedded in the data portions of the packets and usually involve a single connection. To detect these types of attacks, content-based features are used.

C. Traffic functions: These functions include functions calculated according to a window interval and are divided into two categories

II) "Same host" functions: These functions are derived only by examining the connections of the last 2 seconds which have the same destination host as the current connection and calculating the statistics relating to the behavior of the protocol, the service and so on.

Step 5- Classification algorithm

We have divided the user's behavior into two classes, namely attack and normal, where the user's behavior is the collection of different attacks belonging to the five classes such as

1 Normal--Normal
2 DoS - apache2, back, earth, mailbomb, neptune, pod, processtable, smurf, tear, udpstorm
3 Probe - ipsweep, mscan, nmap, portsweep, saint, satan
The purpose of our SVM experiment is to differentiate the normal behavior and attack behavior of the user. In our experiments, normal data is classified as -1 and all attacks are categorized as +1.

The design of the basic input data and the output data areas are given as follows:

\[(X_i, y_i), ..., (X_n, y_n), X \in \mathbb{R}^m, y \{+1, -1\}\]

Where \( x_i, y_i, ..., (X_n, y_n) \) are train data, \( n \) is the number of samples, \( m \) is the input vector and \( y \) is inserted into the category +1 or -1 respectively. On the linear problem, a hyperplane can be divided into two categories. The formula of the hyperplane is:

\[(W.x) + b = 0\]

The categories are:

\[(W.x) + b \geq 0\] if \( y_i = +1 \)

\[(W.x) + b \leq 0\] if \( y_i = -1 \)

**Step 6: Classification result**

**Step 7: Anomaly detect.**

**IV. PSEUDO CODE**

**Step 1:** Load the kdd dataset first  
**Step 2:** Preprocessing the Data  
**Step 3:** Feature Selection Algorithm (Weka SVM Decision Tree Stump)  
**Step 4:** Selected feature  
**Step 5:** Classification algorithm  
**Step 6:** classification result  
**Step 7:** Anomaly detect.  
**Step 8:** End

**V. CONCLUSION AND FUTURE WORK**

Different new types of attacks are generated every day to harm network data. We must protect and prevent our important assets that we exchange on the network. To detect this abnormal or attack data, we implement the intrusion detection system. SVMs have high scalability and high-speed classification properties, which proves its effectiveness for the intrusion detection system. The current problem observed during the survey is a low detection rate and more response time for ID using SVM. To obtain a higher detection rate and a lower response time, we must apply the technique of reduction of the PCA characteristics and the parallel implementation of the SVM classifier.

**REFERENCES**

BIOGRAPHY

Swapna R. Yendole is a Student of Master of Engineering in the Computer Science and Engineering Department, Matsyodari College of Engineering & Technology, Babasaheb Ambedkar Marathwada University, She Received Bachelor of Engineering (BE) in 2013 from BAMU, Aurangabad, Maharashtra, India.