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ABSTRACT: Changes in human lifestyle have led to an increase in the number of people suffering from depression 

over the past century. Although in recent years, rates of diagnosing mental illness have improved, many cases remain 
undetected. Automated detection methods can help identify depressed or individuals at risk. An understanding of 
depression detection requires effective feature representation and analysis of language use. In this article, text classifiers 
are trained for depression detection. The key objective is to improve depression detection performance by examining and 
comparing two sets of methods: hybrid and ensemble. The results show that ensemble models outperform the hybrid 
model classification results. The strength and effectiveness of the combined features demonstrate that better performance 
can be achieved by multiple feature combinations and proper feature selection.  
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I. INTRODUCTION  
 

RASTIC changes in the human lifestyle in modern society  have led to an increase in the number of people suffering 
from depression. Depression is known to be “a disease of modernity” [1], and it has been predicted that by 2030, one of 
the three causes of illness will be depression [2]. The social stigma surrounding depression and the high rate of 
misdiagnosis has led to a lack of access to proper diagnosis and care [3]. Serve mental disorders but without effective 
intervention could turn to suicidal ideation [4]. Therefore, the timely detection of depression can be highly beneficial for 
individuals and society.  
 

Depression symptoms can be reflected in various human activities and behaviors and different degrees [5]. One of the 
sources, which can help identify depression symptoms in individuals, is the use of language [6]. Cognitive and linguistic 
studies have numerously shown that people with depression use language features differently [6]. For example, they tend 
to use more first-person singular pronouns (I, me, or we) and more negatively valenced words [7].  

 

Online social content is one source for automatic mental disorder detection as it is one of the platforms through which 
users communicate. In recent years, social networking platforms have been widely applied to study users’ behavior and 
have inspired various researchers to introduce new forms of health care solutions [8]  

 

 [9]. Furthermore, the stigma surrounding depression can make individuals less willing to seek professional assistance, 
and they turn to less traditional sources such as social media. Social media can be an essential source of information 
about individuals’ opinions and feelings in the study of depression [10].  
 

which users communicate. In recent years, social networking platforms have been widely applied to study users’ behavior 
and have inspired various researchers to introduce new forms of health care solutions [8], [9]. Furthermore, the stigma 
surrounding depression can make individuals less willing to seek professional assistance, and they turn to less traditional 
sources such as social media. Social media can be an essential source of information about individuals’ opinions and 
feelings in the study of depression [10]. More specifically, research has addressed depression detection at various levels 
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of granularity and approached it from different standpoints. Several social network sites (SNSs), such as Reddit, Twitter, 
Facebook, and Weibo, have been utilized for research about depression and other mental state disorders, such as 
postpartum depression [11] and posttraumatic stress disorder (PTSD) [12].  
 

Earlier approaches to depression detection have primarily taken a bottom-up approach to learn and apply deep learning 
(DL) and machine learning (ML) methods. While such subsymbolic artificial intelligence (AI) methods can provide 
valuable insights about word frequencies and statistical correlations, they are not sufficient to analyze narrative and 
understanding of dialog systems in sentiment analysis [13]. Although there has been advancement with natural language 
processing (NLP) methods using DL methods, the predictive power of such approaches is limited mainly because DL 
methods learn better from large sets of data. Besides, communication entails a broader range of contributors, including 
understanding the world, social norms, and cultural awareness.  

 

To address these challenges, recently, research in depression detection has taken top-down approaches to learn by 
applying symbolic AI methods such as logical reasoning. In particular, the hybrid combination of subsymbolic approaches 
with symbolic methods has been shown to induce more meaningful patterns in natural language texts [13]. Hence, it is 
vital to integrate symbolic approaches to learning with subsymbolic approaches in tackling the task of automated 
depression detection.  

 

In addition to hybrid methods, another set of approaches that yields high accuracy are ensemble methods in which 
several learning methods are combined [14]. Ensemble methods have frequently achieved high performance in solving 
various predictive problem areas [14].  

 

The current study builds on these recent advancements to extend existing knowledge on automated depression 
detection. Our study contributes to the literature by improving the performance of depression detection as a text 
classification The current study builds on these recent advancements to extend existing knowledge on automated 
depression detection. Our study contributes to the literature by improving the performance of depression detection as a 
text classification  

  
task. In principle, this is an experimental study to show how the hybrid methods (symbolic and subsymbolic) and 
ensemble methods can improve performance for depression detection. For this purpose, eight folds of experiments on 
each of three separate datasets are conducted. The experiments with hybrid methods utilize different sentiment lexicons 
and apply logistic regression (LR) for text classification. The experiments with the ensemble methods are conducted by 
combining DL approaches and lexicon-based models. In this set of experiments, the DL methods include two recurrent 
neural networks (RNNs), i.e., long short-term memory (LSTM) and AttentionLSTM. By doing so, this study contributes 
to the literature on automated depression detection by applying hybrid methods.  
 

This article is structured as follows. Section II reviews existing research on NLP techniques for text classification and 
work related to automated depression detection. The learning methods are discussed in Section III. In Section IV, the 
conducted experiments, an overview of the data, and exploratory data analysis are described and achieved results for 
classification are presented. Finally, a comparison between these models, concluding remarks, limitations, and further 
research directions is discussed.  

 

II. RELATED WORK  
 

Research has found valuable insights into the evaluation of textual data and various NLP techniques to capture users’ 
linguistic tendencies. The automated examination of the relationship between language and mental states has been 
accomplished by building classifier models using a range of feature extraction methods.  

 

While some studies have focused on statistical approaches on the extraction of individual features such as N-grams 
[15], linguistic inquiry and word count (LIWC) [16], and bag of words (BOWs) [17], [18], other studies have tried to 
compare the effect of single features with different ML approaches. Recent research has explored how the combination 
of individual features can improve classification accuracy. These studies build on approaches such as term frequency-
inverse document frequency (TF-IDF) + linear discriminant analysis (LDA) [19] TF-IDF and N-gram + LIWC [20]. In a 
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recent review, Calvo et al. [21] provided a taxonomy of the NLP techniques and computational methods to detect various 
mental health issues.  

 

Recent deep neural networks have also been applied to depression detection and mental healthcare. For example, Orabi 
et al. [22] applied word embeddings to improve the performance of two subtasks: model generalization capability on a 
Bell Lets Talk depression detection on the CLPsych2015 dataset. They compared the performance of convolutional neural 
network (CNN)-based models and RNN-based models and found that CNN-based models perform better. CNN-based 
models combined with optimized embeddings had higher generalization power [22]. Benton et al. [15] investigated the 
effectiveness of multitask learning (MTL) models on a small dataset. The authors predicted a set of conditions to predict  
mental states by combining feedforward multilayer perceptron and MTL. In another study, Nguyen et al. [23] transformed 
text into high-dimensional space and applied topic modeling to derive topics and moods of texts from the LiveJournal 
social networking service. In addition, Maupomé and Meurs [24] combined an unsupervised topic extraction algorithm 
with a multilayer perceptron by utilizing unigram, bigram, and trigram frequency to extract 30 topics. They found that a 
limited number of data points hindered neural networks [24]. One of the main challenges when designing natural language 
analysis is identifying the relevant set of features. Various methods have been applied to extract a relevant set of features 
within text classification literature. These methods include “BOWs,” “bag of phrases,” “bag of n-grams,” “WordNet-
based word generalizations,” and “word embedding” techniques [25]. In a recent review study, Misra [25] presented an 
overview of language feature specification for ML- and DL-based text analysis and highlighted that such approaches 
have made it possible to reuse feature specification in semantically similar contexts [25]. In this study, Misra [25] 
considered different levels of analysis, including words, phrases, sentences, paragraphs, documents, and corpus level, 
which can accordingly be utilized to extract linguistic, semantic, and statistical types of features from textual data. 
Specifically, four main approaches to identifying features in the text classification context are discussed [25]. The first 
features can be extracted at the document level by applying lexico-syntactic patterns. These patterns can be captured as 
part of speech (POS) tag patterns, i.e., when a sequence of words matches a specific expression. Second, semantic 
similarity and relatedness-based features are the other set of features extracted at phrase, sentence, or document level. 
These features can be extracted by utilizing vector space modeling, topic modeling, neural embedding, and latent 
semantic analysis, which can be conducted. Semantic features can also be extracted based on ontological relationships 
between concepts across various text corpora. The fourth approach to feature extraction uses statistical analysis and 
feature engineering to find statistical features of texts.  
 

More specifically, research on mental state detection techniques has built on various features varying from linguistic 
cues and statistical features to user posting patterns to build classification models. Such features include stress-related 
use of language, timing and frequency of posts, the sentiment of posts, and value contrast, i.e., the polarity of posts 
shifting between positive and negative sentiments. For example, Stankevich et al. [26] applied bag-of-words and word 
embeddings and found that while embedding features obtained higher recall scores, the TF-IDF model with 
morphological features obtained higher performance of 63% F1-score and higher accuracy and precision scores than 
embedding features. Shen et al. [27] extracted six depression-related linguistic features describing online social behavior 
and clinical depression criteria. A labeled Twitter dataset provided a multimodal depressive dictionary learning model 
that reached an 85% F1-score. In another setting, Tsugawa et al. [28] conducted an online questionnaire to measure the 
degree of Twitter users’ depression built up multiple features and conducted topic modeling to predict users’ mental states 
by looking into the history of the users’ online activity.  

 

 

 

Fig. 1. Flowchart of the proposed ensemble model. 
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Although these studies have provided valuable insights into the utilization of textual data in mental state detection, we 
know less about how the combination of symbolic and subsymbolic AI can enhance sentiment classification tasks in this 
context.  

 

III. METHODS  
 

NLP technologies are widely applied to solve various problems across various domains, such as text summarization, 
language translation, and sentiment analysis. Earlier attempts to solve these problems relied on rule-based methods and 
probabilistic methods, such as the hidden Markov model [29], which required much data engineering. More recently, 
NLP methods have relied much more on DL [30], [31]. With the rise of powerful computing systems, it has become 
possible to train end-to-end systems as ML helps address various problems from fields, such as image recognition [32], 
speech recognition [33], and NLP [34].  

 

Early approaches to text classification relied on representing documents through a bag-of-words representation and 
applying ML methods in which the words were not processed sequentially [31]. In recent years, text classification has 
been conducted by considering the sequential nature of data using LSTM [35] neural networks, as these models can 
require fewer training samples due to their reliance on word embedding.  

 

As methods, such as RNNs, LSTM, and attention-based models, have transformed speech and NLP, this study draws 
from these models to analyze and classify texts by detecting the fragments containing sentiments. The flowchart of the 
proposed ensemble model is shown in Fig. 1.  

 

A. LSTM Networks  
RNNs is a class of neural network architectures where the output of the network for the current token in a sequence 

depends on the output of hidden state for the previous tokens [34]. LSTM is a popular model for text classification 
problems in the NLP field. LSTM and gated cells LSTM belong to a special kind of RNN. Despite RNN’s theoretical 
ability to retain information in time, it has difficulty in handling “long-term dependencies” in practice [34]. LSTM cells 
have the same chain-like network structure, but each unit contains four different subnetworks—the cell state, input gate, 
forget gate, and output gate. The forget gate and input gate work as a filter to determine which information to remove 
from the cell state and which information to add to it. The output gate determines how the cell state and current token 
should be combined to produce the output, which is the output to the sigmoid function [34].  

 

B. Attention Mechanism  
The attention mechanism works by considering a part of the sentence and allows the learning algorithm to focus more 

on certain parts of the input while focusing less on the rest of the input [36]. It considers all subtexts and contexts as its 
input and outputs the weighted arithmetic mean of these subtexts. Attention is the primary building block of the 
transformer model, a new family of neural network architecture. The transformer-based model is a model where the 
transformer is a block of self-attention combined with feedforward networks. It consists of an encoder responsible for 
encoding the input text and passing it to a decoder that produces the output [37]. The transformer model takes in a 
sentence and its context as input. The context is the string that contains the preceding sentence, the sentence itself, and 
the following sentence. The attention unit looks at all parts of the sentence and drives similar parts. Retrieving such 
similarity makes it possible to attend to longer steps behind a sequence. The attention mechanism can prioritize the 
relationship between very distant items/words in a sequence to detect relationships between very close words.  

 

C. Sentiment Lexicon: Hybrid Learning Approach  
One of the leading sentiment lexicons used in this study to conduct the experiments is the SenticNet sentiment lexicon. 

This lexicon acts as the source of sentiment information. It represents every sentence in training set in terms of several 
features, including polarity value, polarity label, sensitivity, introspection, temper, and attitude. For each word in a 
sentence, SenticNet allocates a specific value regarding these features. The features of SenticNet are engineered and 
driven based on a hybrid ML (HML) approach. By definition, an HML model is a combination of two or more techniques. 
Specifically, the first component performs the data preprocessing task, and the second constructs the classification or 
prediction model based on the output from the first component [38].  
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The SenticNet sentiment lexicon integrates the symbolic and subsymbolic AI tools [13]. In particular, it employs DL 
as subsymbolic AI for recognizing patterns in texts, and it uses logical reasoning as symbolic AI for deconstructing 
multiword expressions into primitives [13]. While the subsymbolic AI takes a bottom-up learning approach to NLP, the 
symbolic AI processes the information in a top-down manner. The ensemble combination of DL (subsymbolic) and 
logical reasoning (symbolic) tools is superior to any of the approaches being conducted alone [13].  

 

D. Logistic Regression  
LR is a supervised ML method for training binary classifiers. The predictor h is based on a linear map h(x) = wT x, for 

which  
the training process finds the optimal weight vector w.  
 

TABLE I  
SUMMARY OF DATASETS  

 

 

 

The predicted label ˆyi  {−1,1} is decided by the rule ˆyi = 1 if h(x) ≥ 0 and ˆyi = −1 if h(x) < 0. Loss is measured by the 
function  
(w | X) yiwT x)).  
The optimal weight vector can be found using, e.g., gradient descent.  
 

E. Ensemble Methods  
Ensemble methods are another approach adopted in this study. Such approaches have successfully set record 

performance on challenging datasets and are frequently among the top winners of data science competitions. The purpose 
of using the ensemble approach can vary, and it is mainly applied for three purposes: decreasing bias in the model 
(boosting), decreasing variance in the model (bagging), and enhancing predictions (stacking) [39].  

In the current study, the ensemble method is used for bagging to combine the predictive results. More specifically, 
classification results from LSTM and LR models are averaged. Bagging—also known as bootstrapping—is a strategy to  
decrease estimation variance of single models by averaging the multiple estimates together [39]. Due to parallel learning, 
the classifiers are trained separately so that each model emphasizes different features. The combination of the two baseline 
estimators, i.e., LSTM and LR, can achieve higher accuracy, can be less sensitive to variance in training dataset, and can 
reduce the variance overall [14].  
 

IV. EXPERIMENTS  
 

Separate experiments were performed for the tasks of depression detection using three public datasets. The PyTorch 
framework1 and Scikit-learn library2 were used.  
A. Datasets  

Table I summarizes the datasets used in the experiments of this paper.  
1. CLPsych 2015 Shared Task: The Computational  

Linguistics and Clinical Psychology (CLPsych) was initiated in 2014 to promote collaboration between 
psychologists and computer scientists [40]. Specifically, “shared tasks” were defined to study and compare different 
methods on the same prediction problems. This dataset contains user-generated posts from users with depression or 
(Depression and PTSD on Twitter) PTSD on Twitter.3 Specifically, there are three binary classification subtasks, i.e., 
1) depression versus control; 2) PTSD versus control; and 3) depression versus PTSD. The  

2. In this study, NLP tools are applied to preprocess the datasets before proceeding to the training step. First, 
tokenization is used to split the posts into individual tokens. Second, the punctuation and stop words are removed, 
and stemming is applied to reduce words’ length and set them to their root form. These steps make it possible for the 
learning algorithm to group similar words. The datasets were filtered only to include actual comments. The comments 
were converted to lowercase letters. Irrelevant text as subreddit and user mentions and extra whitespace token was 
removed. Comments are not trimmed with regard to length, as short comments are particularly relevant to the 
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depression identification task. In particular, research has numerously suggested that depression is correlated with the use 
of firstperson pronouns [44].  

3. Reddit: Reddit social media collection contains posts from depressed and nondepressed users. The dataset contained 1841 
users (1200 positives and 641 negatives) [41]. Reddit as a social media platform allows for the anonymity of the users, and 
it is widely used for discussion about stigmatic topics [8]. Reddit data have been used to study the posts specifically from 
Reddit users who wrote about mental health issues and who had proceeded to post topics about suicidal ideation [42]. The 
data were concatenated, randomly shuffled, and split into train and test sets with an 80:20 split rate. The final data frame 
consisted of one column of text comments and another column of labels for the corresponding comments. Each comment 
was labeled with 1 or 0 for depression or nondepression, respectively train partition consisted of 327 depression users, 246 
PTSD users, and for each an age- and gender-matched control user, for a total of 1146 users. The test data contained 150 
depression users, 150 PTSD users, and age- and gender-matched control for each, for a total of 600 users. However, the 
actual number of users in the training and testing sets is 1711 due to an unknown data missing issue.  

4. Reddit: Reddit social media collection contains posts from depressed and nondepressed users. The dataset contained 1841 
users (1200 positives and 641 negatives) [41]. Reddit as a social media platform allows for the anonymity of the users, and 
it is widely used for discussion about stigmatic topics [8]. Reddit data have been used to study the posts specifically from 
Reddit users who wrote about mental health issues and who had proceeded to post topics about suicidal ideation [42]. The 
data were concatenated, randomly shuffled, and split into train and test sets with an 80:20 split rate. The final data frame 
consisted of one column of text comments and another column of labels for the corresponding comments. Each comment 
was labeled with 1 or 0 for depression or nondepression, respectively. train partition consisted of 327 depression users, 246 
PTSD users, and for each an age- and gender-matched control user, for a total of 1146 users. The test data contained 150 
depression users, 150 PTSD users, and age- and gender-matched control for each, for a total of 600 users. However, the 
actual number of users in the training and testing sets is 1711 due to an unknown data missing issue. Exploratory data 
analysis is conducted as it provides insights and facilitates the interpretation of results at the later stages. In the following, 
these analyses are provided in several figures. Fig. 2(a) visualizes “polarity value” as one of the features from the SenticNet 
lexicon. The distribution is skewed to the right.  
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Fig. 2. Sentiment feature visualization in the CLPsych dataset. (a) Sentiment polarity value distribution. (b) Sentiment 
temper distribution. (c) Distribution of attitude. (d) Correlation heatmap of SenticNet features.  
train partition consisted of 327 depression users, 246 PTSD users, and for each an age- and gender-matched control user, 
for a total of 1146 users. The test data contained 150 depression users, 150 PTSD users, and age- and gender-matched 
control for each, for a total of 600 users. However, the actual number of users in the training and testing sets is 1711 due 
to an unknown data missing issue.  
5. Reddit: Reddit social media collection contains posts from depressed and nondepressed users. The dataset contained 

1841 users (1200 positives and 641 negatives) [41]. Reddit as a social media platform allows for the anonymity of 
the users, and it is widely used for discussion about stigmatic topics [8]. Reddit data have been used to study the 
posts specifically from Reddit users who wrote about mental health issues and who had proceeded to post topics 
about suicidal ideation [42]. The data were concatenated, randomly shuffled, and split into train and test sets with an 
80:20 split rate. The final data frame consisted of one column of text comments and another column of labels for the 
corresponding comments. Each comment was labeled with 1 or 0 for depression or nondepression, respectively.  
 

6. eRisk Dataset: This dataset is collected from the eRisk (Early Risk Prediction) forum [43]. The eRisk is a public 
competition platform that facilitates multidisciplinary research and creates reusable datasets and benchmarks for 
assessing early risk detection technologies in health and safety problem areas. The eRisk 2018 dataset was initially 
developed to detect early signs of depression. The eRisk collection contains posts from depressed and nondepressed 
4498 users, where 3728 users belong to the nondepressed and 770 belong to the depressed class. The data were 
concatenated, randomly shuffled, and split into train and test sets with an 80:20 split rate.  

 

B. Data Preprocessing  
In this study, NLP tools are applied to preprocess the datasets before proceeding to the training step. First, tokenization 

is used to split the posts into individual tokens. Second, the punctuation and stop words are removed, and stemming is 
applied to reduce words’ length and set them to their root form. These steps make it possible for the learning algorithm 
to group similar words. The datasets were filtered only to include actual comments. The comments were converted to 
lowercase letters. Irrelevant text as subreddit and user mentions and extra whitespace token was removed. Comments are 
not trimmed with regard to length, as short comments are particularly relevant to the depression identification task. In 
particular, research has numerously suggested that depression is correlated with the use of firstperson pronouns [44].  

 

C. Sentiment Features  
We utilize four types of sentiment lexicon, i.e., AFINN [45], NRC(NRC_SA) [46], MPQA [47], and SenticNet [13].  

Exploratory data analysis is conducted as it provides insights and facilitates the interpretation of results at the later stages. 
In the following, these analyses are provided in several figures. Fig. 2(a) visualizes “polarity value” as one of the features 
from the SenticNet lexicon. The distribution is skewed to the right.  
 

 

 

Fig. 3. Principal components of lexicon features. (a) All lexicons. (b) SenticNet. 
 

Fig. 2(b) highlights the distribution of “temper” (a characteristic state of feeling) feature from SenticNet lexicon. Fig. 
2(c) highlights the variance of class distribution with regard to the “attitude feature” (a complex mental state involving 
feelings or way of thinking) from the SenticNet lexicon. The distributions are almost similar in this case. Fig. 2(d) shows 
the correlation between the features from SenticNet. The green color signifies a correlation close to 1, and the red color 
signifies a correlation close to −1.  
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Principal component analysis (PCA) as a tool for an exploratory data analysis is used to reduce the original features 
into fewer orthogonal variables by applying a change of variable space. PCA is applied because collinearity is spotted 
among SenticNet and all lexicon features. PCA is particularly useful in processing data where multicollinearity exists 
between the variables. Fig. 3(a) shows that for all lexicon features, almost all the variation is along with the first principal 
component (PC). Therefore, a 2-D graph using PC1 and PC2 can be informative for representing the original data. Table 
II helps to identify which features have the largest effect on the first PC. Evaluating the loadings can help characterize 
each component in terms of the features. Table II shows that for all lexicon, the two features—strong subjectivity and 
MPQAnegative—have more explanatory power as they have the highest loading scores (0.2727, 0.2695). For SenticNet 
in Table II, the features’ polarity value and sensitivity have the highest loading scores. For both lexicons, the data points 
after PCA make up one cluster, suggesting that they correlated with each other [Fig. 4(a) and (b)] as the separation of 
data points is not very rigid, and this suggests that data points are not very different from each other. For SenticNet, the 
loading values are very similar (Table II); thus, many features play a role in grouping the comments into one cluster, 
rather than just one or two features. The first two components describe 0.8067519 and 0.08012761 of variation, as shown 
in Table III. For SenticNet, both components 1 and 2 describe, respectively, 0.63942615 and 0.18486088 of the variation 
(Table III) and Fig. 3(b) shows that the first PC describes much variation in the data.  

 

D. Baselines and Settings  
Four main models are created to serve as a baseline for this study, and two folds of comparisons were implemented. 

The experiments are each conducted across three different datasets. The first fold of experiments builds on DL models.  
 

TABLE II  
FIRST PC FEATURE LOADINGS  

 

 

 

TABLE III  
PCA COMPONENT EXPLAINED VARIATIONS  

 

 

 

Fig. 4. Lexicon feature visualization with dimension reduction. (a) All lexicons. (b) SenticNet. 
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Specifically, three architectures are applied for this purpose. These models utilize raw text represented as word 
embeddings.  
1. LSTM: The LSTM network takes the input sentence, which has a shape of (batch size, length of sequences) and 

returns the output of the linear layer containing logits for the positive and negative class, which receives its input as 
the final hidden state of the LSTM. The final output layer has the shape of (batch size, output size). For this model, 
a dropout probability of 0.2, a weight decay of 1e−2, a learning rate of 2e−2, a batch size of 32, and five epochs were 
used.  

2. AttentionLSTM: The AttentionLSTM has the batch size of which is the same as the batch size of the data returned 
by the TorchText BucketIterator. The output is (positive, negative), and the hidden layer size is the same as the size 
of the hidden state of the LSTM. The vocabulary size is the number of unique words, and the embedding dimension 
is obtained from pretrained GloVe word embeddings. For this model, a dropout probability of 0.2, a weight decay of 
1e−2, the learning rate of 2e−2, a batch size of 32, and five epochs were used.  

3. Hybrid Lexicon-Based LR: The second fold of experiments builds on the lexicon-based comparisons. In particular, 
the preobtained SenticNet lexicon combined with LR is compared with two other lexicons. For these experiments, 
an LR model was developed using Python’s scikit-learn’s LogisticRegression with the inverse of the regularization 
strength set to 1.  
 

E. Evaluation Metrics  
To evaluate the classification methods described above, several evaluation metrics were applied. These metrics consist 

of precision, recall, F1 score, and accuracy. Accuracy is defined as the sum of the correct predictions divided by the sum 
of all predictions made on a dataset. However, for an imbalanced dataset, accuracy as a performance measure is not 
reflective of models’ performance [48] because the number of data points from the majority class (nondepression) will 
largely outnumber the number of data points in the minority class. Consequently, even for models with low performance, 
high accuracy can be achieved depending on the class imbalance. Precision quantifies the number of correct positive 
predictions, and recall quantifies the number of correct positive predictions made of all positive predictions that could 
have been made [48].  

 

While precision only considers the correct positive prediction, recall also provides information about the missed 
positive predictions [49]. For imbalance dataset, recall is specifically helpful in highlighting coverage of the minority 
class. However, neither precision nor recall alone can provide a complete guide to model performance [49]. F1 combines 
the two and is the metric variant most often used when learning from an imbalanced dataset. In this study, all four metrics 
are reported. The comparison of models’ performance has been mainly based on F1 score and accuracy.  

 

F. Results  
The task in this study has been to detect the depression of the users across three datasets. The aim of combining these 

distinct NLP methods has been to find out what combination of models and features best enhance the performance 
accuracy of depression detection. In this part, the results and performance metrics achieved by the experiments as 
mentioned above will be discussed.  

 

Four classifiers are applied in the experiments, three of which are based on artificial neural networks. These models 
consist of LR and RNN-based neural networks, such as LSTM and AttentionLSTM. The variety of DL methods helped 
to build up the sophistication of the models gradually. For the implementation of these classifiers, Pytorch and Scikit-
learn libraries from Python language are utilized, and fivefold cross validation is used to verify the results.  

 

Table IV shows the evaluation metrics’ result of four classification models with eight lexicon-based features. Table V 
provides the combined results of LSTM and all-lexicon LR  
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TABLE IV 

RESULT COMPARISON BETWEEN DL AND LEXICON-BASED METHODS ON  
THE CLPSYCH DATASET  

 

 

 

  
          

  
          

  
          

  
classifier using bagging-based ensemble method. The combined output has higher accuracy for all three datasets than any 
of the LSTM or all-lexicon LR. Overall, the best accuracy is achieved with the ensemble models, especially with the 
Reddit dataset, resulting in 75% accuracy and 0.77 F1 scores.  
 

This trend is generally followed by the hybrid lexicon-based models that perform second best after ensemble models, 
for example, in the case of Reddit dataset and accuracy of 74% and 0.72 F1 scores for the hybrid all-lexicon model. 
Besides, among the hybrid lexicon-based models, we can see that single-lexicon LR and bi-lexicon LR models, in general, 
do not perform as well as all-lexicon and Sentic LR models. In particular, this contrast can be observed in the CLPsych 
dataset where single- and bi-lexicon LR models have an accuracy of less than 60%, but the all-lexicon and SenticNet LR 
models have an accuracy of 64%. The best feature among the single feature sets is NRC_SA, which scores the highest 
F1 with two out of the three datasets.  

 

DL-based models rely on word-based embedding representation of textual data. Texts produced by users on social 
media can be unique to the users and have high variance as users can use repetition in letters or words and apply emojis. 
For this reason, word embeddings may not fully capture and represent nuances of data in a social media text. In 
comparison, hybrid models are based on sentiment lexicon features to represent textual data, and thus, word embeddings 
can be one driving source of performance difference among hybrid and DL models.  

 

V. CONCLUSION AND FUTURE DIRECTIONS  
 

This study is conducted with the goal of identifying depression in three social media datasets. As a result, various text 
classification methods have studied and characterized a connection between language usage and depression. Different 
sentiment lexicons were used and combined with DL pipelines. The effect of single-lexicon features and combined 
lexicons was examined. The combined set of features (using all-lexicon features) is demonstrated in DL-based and LR 
models. Overall, the ensemble models outperform the hybrid lexicon- and DLbased classification models. The strength 
and effectiveness of ensemble models are demonstrated with the classifier reaching 75% accuracy and 0.77 F1 scores 
achieving the highest performance degree for detecting the presence of depression in the Reddit social media dataset in 
this study. In addition, the results show that models that utilized several lexical features outperformed the models based 

  

R ESULT  C OMPARISON  W ITH  E NSEMBLE  M ETHODS ON  T HREE  D ATASETS   
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on single-lexicon feature sets. Although major recent breakthroughs in subsymbolic AI are DL-based complex black-box 
models, the results of this study highlight that by utilizing sentiment lexicon features, the classical models—such as LR—
can yield high performance as well.  

 

Although this study shows that the applied feature set improves the classification performance, the absolute value of 
the evaluation metrics indicates that this task can be further explored and improved. DL architectures were applied in this 
study. Experiments could be extended with other models for text classification, such as CNNs and transformer-based 
pretrained language models. Future work can extend possibilities for improvement, which lies in utilizing features such 
as POS tags and other methods of handling imbalanced datasets.  

 

VI. SOCIAL IMPACT  
 

The study of social media-based mental health assessment holds ethical questions to be addressed. From a mental 
health point of view, misclassification can impact mental health indicators and assessment. Therefore, the features should 
be integrated into mental health systems responsibly. The models may help social workers find potential individuals in 
need of early prevention. However, the model predictions are not psychiatric diagnoses. We recommend anyone who 
suffers from mental health issues to call the local mental health helpline and seek professional help if possible.  

 

In addition, maintaining transparency about what features are driven and by whom is critical. As the social stigma 
surrounding mental illness prevents affected individuals from seeking professional assistance, data protection and 
ownership frameworks are needed to ensure that users are not harmed. As it is helpful for individuals suffering from 
mental health disorders to seek timely help, NLP can be employed in different ways to accommodate this process. For 
example, future studies can investigate the relationship between users’ personalities and depression-related indicators.  

 

Data privacy is an important issue, and we try to minimize the privacy impact when using social posts for model 
training. The datasets applied in this study are publicly available. They contain anonymous posts that are manifestly 
available to the public. We have not attempted to identify the anonymous users or interact with any anonymous users. 
The collected data are stored securely with password protection. There might also be some bias, fairness, uncertainty, and 
interpretability issues during the data collection and model training. Evaluation of those issues is essential in future 
research.  
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