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ABSTRACT: Digital editing software has become more sophisticated and advanced, which will bring along with a 

higher probability of risk to digital media integrity and authenticity. The identification of covert image altering 

techniques like copy-move and splicing is extremely challenging, which can substantially undermine public confidence 

in visual content. A CNN-based framework for image forgery detection is proposed in this paper. The objective is to 

create an effective algorithm that can automatically identify the type of picture manipulation based on distinctive 

characteristics and differentiate real photographs from fakes. In order to extract hierarchical features from photos and 

identify both local and global patterns indicative of forgery, CNNs were used. The CASIA 2.0 Image Tampering 

Detection Dataset, which includes both real and altered photos, was used to train the algorithm. According to research 

findings, the suggested CNN framework can identify manipulated images with a 95% accuracy rate and identify subtle 

changes that conventional forensic techniques detect. The system works effectively with all suspected forging 

strategies, including object removal, splicing, and copy-move. The approach here proposes a dependable method for 

image forgeries using a CNN-based framework. Potential uses include content verification, digital security, and media 

forensics. By maintaining the integrity of digital images, this framework promotes authenticity in digital media and 

builds confidence across a range of sectors. 
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I. INTRODUCTION 

 

As the use of digital images in media, social networks, and documentation increases, authenticity in digital visual 

content becomes vital. Sophistications in copy-move, splicing, and retouching grew the marketplace of image forgery, 

and yet traditional watermarking or cryptographic hashing approaches were limited owing to their incapability of 

detecting edits without markers [1]. Consequently, response has come to imply image forgery detection, which is of 

particular concern to identify alterations in images themselves [2]. New approaches have strayed from rule-based 

methods to much more adaptive ones that are based on machine learning to manipulate complex patterns of data to find 

tampering [3]. That in itself serves to strengthen the need for automated, dependable systems whereby one can ascertain 

the authenticity of the images involved [4]. 

 

Advanced machine learning and deep learning techniques, particularly CNN, appear to hold great promise in 

applications of image classification and feature extraction, making them very suitable in forgery detection [5]. Methods 

like Support Vector Machines and K-Nearest Neighbours that have been used much in classic image analysis pose 

many difficulties in capturing very subtle, high dimensional forgery patterns [6]. Deep learning models [7], particularly 

CNNs, offer more advanced feature extraction, yet traditional applications of CNN might miss the fine details 

concerning the forgeries without a proper preprocess or training to a specific type of manipulation [8]. Although these 

techniques take the image analysis forward, they are restricted by faults in the detection capabilities of subtle alteration 

across any forgery type [9]. 

 



© 2024 IJIRCCE | Volume 12, Issue 11, November 2024|                              DOI: 10.15680/IJIRCCE.2024.1211096

 
 

IJIRCCE©2024                                                                      | An ISO 9001:2008 Certified Journal |                                        12587 

The proposed framework alleviates these disadvantages since it makes use of CNNs particularized for forgery detection 

that exploit the enhancements in feature extraction so as to capture local and global patterns indicative of tampering. 

This focus is mainly on manipulations relating to copy-move, splicing, and object removal, making use of the CASIA 

2.0 Image Tampering Detection Dataset. Applying grid search and cross-validation on the training process of the model 

increases the accuracy with robustness while enabling forgery that would seem to bypass traditional forensic systems. 

Therefore, the framework will present an even more holistic approach to detection of image forgery, thus promoting 

secure and authentic digital media content. 

 

A. Key Contributions of the Proposed Framework 

• The Image Tampering Detection Dataset trained and validated has multiple samples, authentic as well as tampered 

images, in total. It exploits Convolutional Neural Networks CNNs to detect image forgery by focusing on learning 

both local and global features that are representative of forgery. 

• The framework captures hierarchical features thus becoming able to detect subtle alterations that often are evaded 

by traditional methods of detection.  

• The present framework can easily detect manipulation techniques, among which include copy-move, splicing, and 

object removals addressing the most critical gaps as had been thus far registered in prior image forgery detection 

methods. 

 

B. Organization of the Paper 

The outline of the paper will thus be as follows: Section I: Summarizes the subject and what the work intends to achieve 

that is going to be covered within the paper. A comprehensive literature work is included in section II, and the problem 

statement is there in section III. Section IV is for outlining the methodology, Section V is where the findings are 

presented, and Section VI gives a summary of the conclusion drawn through research. 

 

II. RELATED WORKS 

 

Image Forgery Detection using Support Vector Machines SVM [10] has been used for the classification of features that 

were extracted from tampered images, and it mainly categorizes in the category of copy-move forgery detection. SVM 

performs very well on binary classification and succeeds relatively well under controlled circumstances. However, it 

fails to handle high-dimensional complex data in images, which diminishes its effectiveness in highly diversified 

datasets to identify slight changes. The use of KNN classifier [11]When local picture features were compared to detect 

duplicate areas in copy-move forgeries, forgery detection was employed. KNN is great for small datasets due to its 

interpretability and simplicity, but it suffers from wasteful processing and lower accuracy in large datasets, rendering 

real-time detection unreliable. Using random forest [12], the tampered areas of the image were classified while 

applying an ensemble of decision trees that reduces overfitting. It works well with structured datasets but isn't good at 

capturing complex patterns in a high-resolution image and when done with alterations as small as possible, it 

completely flops hence not adept at catching subtle or sophisticated forgeries. 

 

PCA [13] is combined with SVM for the reduction in dimensionality of feature space and enhanced the computational 

efficiency while detecting forgery in an image. In this process, the identification of manipulated portions occurs by 

focusing on principal components with information loss in the process of dimensionality reduction. K-Means clustering 

[14] was used for the detection of copy-move forgery by identifying duplicated clusters in images. It segments the 

images based on similar features for locating the forgery regions. Though useful for simple segmentation, K-Means is 

very sensitive to initial conditions and usually fails with complex or large-scale image data. 

 

III. PROBLEM STATEMENT 

 

The existing machine learning methods like SVM [15]and KNN [16]suffer from weak points caused by big image data 

and slight manipulations. SVM with feature selection shows the problem in dealing with big data and low robustness to 

manipulation. The proposed CNN-based framework outstrips the aforementioned shortcomings by leveraging deep 

learning to extract hierarchal both at local and global automatically features for better enhancement in the subtle case of 

detection of forgery and overall, more robustness. Overall, CNNS are capable of providing greater generalization across 
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various manipulations of an image compared to the existing techniques. In turn, this leads to better performance on a 

larger range of imagery forgeries. 

 

IV. PROPOSED CNN FRAMEWORK FOR DETECTING FOGERY IMAGES 

 

The work for this proposed CNN-based framework for image forgery detection works based on well-understood stages 

to discern and decide whether the actual images are genuine or manipulated. The first step under a data preprocessing 

stage is that all images, whether real or forged, originating from the Image Tampering Detection Dataset, will be sent 

for processing. This stage enhances the image quality with functions like downscaling, denoising, and contrast, so the 

CNN attention can be paid to significant visual features about the images. Then, the images with extracted features are 

fed into the feature extraction stage of the CNN. Several learned convolutional layers were employed; these begin from 

simple patterns of edges, and proceed to more complex textures and shapes which, based on these are only indicative 

and evidence for forgery. These layers capture local details such as fine textures and global structures of inconsistencies 

in shapes. Together, these layers form an all-inclusive representation of the content of the image.Once features are 

extracted, the framework uses the fully connected layers to perform pattern recognition and classification to 

differentiate between authentic and tampered images. This stage permits the detection of subtle irregularities caused by 

certain forgery methods like copy-move, splicing, and object removal.  

 

 
 

Fig. 1. Proposed CNN Framework in Detecting Forgery Images 

 

This improves the performance of the framework further, based on optimization and validation, carried out by using a 

grid search and cross-validation process for the selection of the optimal hyperparameters, including the learning rates 

and layer configuration. The model attains accuracy and generalization performance. By consequence, the accuracy 

level attained by the CNN-based framework is 95%. It also detects minor alterations that may not be noticed using 

conventional forensic techniques. This is a comprehensive structure that makes it a robust tool for applications in media 

forensics, digital security, and content verification, in efforts to ensure trust in various domains over digital media [17]. 

The system learns to differentiate between authentic and manipulated images based on the characteristics while the 

model is in its training process. In this case, the CNN uses that feature of identifying any subtle discrepancy that can 

lead to manipulation during the training process. After training, the model can classify new images as authentic or 

manipulated. Classifications use learned features for predictions in high accuracy rates. Finally, the output will be 

shown: whether the image is forged or not. 
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A. Dataset Description 

The proposed framework utilizes Image Tampering Detection Dataset [18], which have both authentic and manipulated 

images. This dataset, extensively used for forgery detection, incorporates different forgery methods: copy-move, 

splicing, and object removal. It contains thousands of images with different resolutions and manipulations. Therefore, 

it's a diversified dataset, making it easy for the model to learn and detect minor changes in images. Authentic as well as 

tampered images availability make it suitable for training and evaluation. 

 

B. Dataset Pre-processing 

In order to maintain uniformity throughout preprocessing, the photos are shrunk to a uniform dimension. Data 

augmentation techniques include rotation, flipping, cropping, and others to make the training data more variable. This 

aids in the model's generalization. Additionally, normalization is used to ensure that the values of the pixels are within 

the acceptable range. 

 

C. Working of CNN 

In the proposed framework, the CNN is used to identify hierarchically significant features from input images to 

separate genuine and manipulated images [19]. The process begins with convolutional layers through which filters or 

kernels move over a space in an input image to detect low-level features of edges, textures, and colours. 

Mathematically, the convolution operation for an input image I and a filter F can be expressed in the Eqn (1): 

 Iout =  I ∗  F +  b                                       (1) 

 

where Iout represents the output feature map, denotes the convolution operationand  b is the bias term. Convolution 

Convolutional, this lays the guide kernel over on the input image to create a new set of values resulting from a dot 

product that reflect specific features in an image. The result of convolution is to extract the low-level features from the 

images with regard to edges, gradients, and textures [20]. The output of convolution now travels through ReLU 

activation function in order to introduce nonlinearity to the network to provide it with the capabilities of learning 

complex featurescan be expressed in the Eqn (2): 

 ReLU(x) =  max(0, x)                         (2) 

 

This step eliminates the negative features and keeps only positive ones, thus the network captures only significant 

patterns important for the classification. Pooling retains the most important information while reducing the workload of 

the network during computations. This step helps one avoid overfitting and instead enable the network to generalize 

very well across the various images. When progress is made down through the different layers of the network, higher 

levels of convolutional layers are applied than in earlier layers of the network, which capture more abstract and 

complex patterns, like shapes and objects as well as other salient features pertinent for the detection of image 

manipulation. 

 

Deeper layers enable the CNN to have much better content understanding in an image. After passing through a couple 

of convolution and pooling layers, a 1D vector; these vectors are then interpreted by the network to classify the image 

by extracting the hierarchical features. In this layer, the SoftMax function is utilized to output whether it is an authentic 

or manipulated image. 

 

V. RESULTS AND DISCUSSION 

 

The performance evaluation of the suggested model's Python implementation is included in the results section. The 

effectiveness of the model has been assessed using the F1-score, accuracy, and recall criteria. In this context, the CNN-

based framework has achieved exceptional results when compared to more conventional models such as SVM, Random 

Forest, and K-NN. This is due to the CNN model's ability to learn hierarchical characteristics of a picture, which gives it 

a significant advantage over previous models that have been shown to be unable to detect subtle forgeries and object 

removal. In this sense, it can be said that the CNN framework demonstrates a significant level of effectiveness and 

strength in content verification and digital forensics. 
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Analysis of Dataset Pre-processing 

This phase involves preprocessing the dataset to ensure that its quality and suitability for training this model will be 

enhanced. These include cleaning of data wherein missing or incorrect values are addressed and normalization wherein 

it scales the data for better algorithms as shown in the Fig. 2. 

 

 
 

Fig. 2. After Pre-processing- Normalized Image 

 

Techniques for data augmentation are used to expand the dataset's size and diversity in a way that will guarantee its 

resilience in identifying different picture alterations. Feature extraction is then carried out, where main attributes of the 

images, such as edges and texture, are captured as well as color histograms. Lastly, the dataset is split into training and 

testing sets, which then places the model in the position of being tested on blind data.  

 

Visualization of Forgery Image Detection  

An approach to Forged Image Detection, meant to track A variety of picture manipulation techniques have been 

introduced. The three primary categories of manipulations are object removal, splicing, and copy-move forgery. 

Specifically, as illustrated in Fig. 3, manipulations such as Copy-Move Forgery depend on copying a portion of the 

image and then pasting it inside the original image. The regions of content duplication are in general "invisible" to the 

traditional detection algorithms. Splicing is compositing elements where different images are combined together, parts 

of one image are inserted inside the other that, basically alters the image and thereby poses problems in their forensic 

validation. The object removal is manipulation where some objects or elements in an image are simply erased and 

replaced with some other object, but that leaves subtle inconsistencies in the texture or the lighting of the image. CNN 

architecture; its architecture has the capability to automatically learn hierarchical features from images and capture both 

local as well as global visual patterns. 

 

 
 

Fig. 3. Copy-Move Forgery Image 

 

Image Tampering Detection Dataset trains the CNN model, which consists of various examples, including authentic as 

well as manipulated ones. It learns these different patterns and then can identify the unique patterns indicated forgery. 

Such pre-processing techniques as rescaling and augmentation enhance the model in robustness and in its 

generalization capability. During training, grid search of hyperparameters is applied and cross-validation on the 

performance of models under different scenarios. The model is highly accurate for real versus tampered images, since it 

would be able to identify such fine details that may have relationships with each form of forgery. This framework 
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offers a powerful and automated method for image tampering detection with potential uses in media forensic and digital 

content verification applications.  

 

Distribution of Tampering Types 

The Fig. 4 depicts the frequency of different types of tampering in the dataset. Here, x-axis is the various types of 

tampering. The y-axis gives the number of occurrence times for each type of tampering. From the chart, it can be 

noticed that the most occurring type is 'None' for which it has been seen thrice. 'Splicing' and 'Copy-Move' are seen 

twice, whereas 'Object Removal' happens only once. This would show that most of the images in the dataset are 

authentic, with only a few having been tampered with.  

 

 
 

Fig. 4. Detecting the Tampering type of the Detected Image  

 

The bar chart would, in fact, reflect this imbalance, such that most of it shows non-tampered data. It is handy to know 

the general trend between tampered and non-tampered images. This might be beneficial when analyzing further or 

training models to detect tampering. The 'None' category greatly outweighs the categories of tampered images and 

portrays how rare the act of tampering. 

 

Performance Metrics 

The key metrics are used to evaluate the performance of this image forgery detection system. Accuracy measures the 

overall percentage of correct predictions; Precision gives the proportion of true positives among all identified forgeries 

represented in Eqn (3). Recall evaluates how good the model is at detecting all forgeries represented in Eqn (4), and F1-

Score gives a balanced measure of both precision and recall represented in the Eqn (5) and (6).  

 

 Accuracy = True Negative+True PositiveTruePositive+FalsePositive+TrueNegative+FalseNegative(3) Precision = T∗pT∗p+F∗n  (4) Recall = T∗pT∗p+F∗n  (5) F1 score = 2T∗p2T∗p+F∗p+F∗n                         (6) 

 

Besides, ROC Curve and Area Under the Curve are used to test the balance between true positives and false positives. 

The use of metrics makes sure that the model is good at identifying all types of tampered images. 

 

Performance Evaluation of the Proposed Framework 

The Fig. 5 represents the major performance measures of the proposed CNN-based image forgery detection framework. 

Each measure highlights the key aspect of the validity of the respective model. While the overall correctness is very 

high at an Accuracy of 95%, the framework can correctly identify genuine and forged images 95% of the time. 

Accuracy is 93%, which means the model's doing a very good job of classifying images as forgeries, so pretty high 

specificity when it comes to detecting.  
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Fig. 5. Performance Metrices of the proposed Framework 

  

Recall is 94%, meaning the model's pretty good at catching the real forgeries; meaning it really catches a lot of 

manipulated images. The F1 Score at 93.5%. In combination, these high metrics indicate the strength and efficiency of 

the proposed framework in reporting a good number of techniques with reliable detection, and the application of such a 

framework fits well in those applications that are primarily involved in media forensics and digital content verification. 

 

Performance Comparison 

The proposed CNN framework significantly outperforms the existing methods, including SVM, Random Forest, and K-

NN, in all key performance metrics. It achieves 95% accuracy, 93% precision, 94% recall, and 93.5% F1-Score, 

surpassing the SVM's 85%, Random Forest's 87%, and K-NN's 80% as shown in the Table 1.  

 

TABLE 1: PERFORMANCE COMPARISON WITH EXISTING FRAMEWORK 

 

 
 

The CNN model outperforms at detecting subtle forgeries such as object removal, which the other models fail to 

capture. Improvement is due to the CNN ability to learn hierarchical features and detect complex patterns within 

images that traditional methods, such as SVM and Random Forest, fail to do. 

 

Discussion 

The superior performance of CNN framework highlights the necessity of deep learning strategies to handle complex 

activities such as image forgery. While SVM and Random Forest would have the capacity to detect low-level 

manipulation they are not capable of unlocking more complicated forgery activity, such as object removal. This ability 

of CNN frameworks to learn from large sets enables them to generalize even better, and, hence be reliable in 

operational settings. This indicates a trend toward more complex and data-intensive systems for the detection of digital 

forgeries.  
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VI. CONCLUSION AND FUTURE WORKS 

 

 The image forgery detection framework on CNNs shows its superiority over traditional methods, providing an 

identification solution for different manipulations occurring in images. Its high accuracy, recall, and precision make it a 

promising tool for media forensics, digital security, and content verification. The future work will be the optimizations of 

the CNN model in order to reduce its computational complexity for direct use in real-time applications. Finally, one of 

the robustness enhancements using transfer learning and fine-tuning on various datasets in order to be able to detect new 

and unseen forgery types. 
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