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ABSTRACT: The identification of diseases with overlapping symptoms poses a significant challenge in medical 

diagnostics. This research introduces a machine learning-powered Disease Similarity Finder system designed to assist 

users in discovering diseases with symptom-based similarities. The system employs the Term Frequency-Inverse 

Document Frequency (TF-IDF) technique to transform textual symptom data into numerical vectors and utilizes the K-

Nearest Neighbors (KNN) algorithm to calculate disease similarity based on cosine distance. A user-friendly web 

application, developed using Flask, allows users to input symptoms or disease names and retrieve the most similar 

diseases with associated details. The system is built on a dataset containing 500 diseases and their corresponding 

symptoms and treatments. Additionally, the integration of Matplotlib enables graphical visualization of the most similar 

diseases, enhancing the interpretability of the results. While the current implementation focuses on symptom-based 

similarity, the framework demonstrates significant potential for expanding into real-time medical decision-support 

tools. This scalable and efficient approach contributes to improving healthcare diagnostics and providing valuable 

insights for both medical practitioners and patients. 
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I. INTRODUCTION 

 

In recent years, the healthcare industry has witnessed significant advances in the use of data analytics and machine 

learning to improve diagnosis, treatment, and overall healthcare delivery. One of the key challenges faced by healthcare 

professionals is accurately diagnosing diseases that present with similar symptoms. Given the complexity of human 

biology and the wide array of diseases, there is often confusion in distinguishing between conditions that share 

overlapping clinical features. To address this challenge, the use of machine learning models to suggest diseases based 

on symptoms has become increasingly popular.[3] 

 

This project aims to develop a Disease Similarity Finder, a web-based tool that leverages advanced machine learning 

techniques to suggest similar diseases based on a user’s input symptoms or disease name. The goal of the project is to 

create an easy-to-use system that healthcare professionals, researchers, and patients can utilize to identify diseases 

related to the symptoms presented. Using a dataset containing disease names, their associated symptoms, and 

treatments, the system will use a similarity-based algorithm to recommend possible diseases that align closely with the 

symptoms described by the user. 

 

The proposed system utilizes Natural Language Processing (NLP) and machine learning algorithms such as TF-IDF 

(Term Frequency-Inverse Document Frequency) and K-Nearest Neighbors (KNN) to process symptom data and 

calculate disease similarities. This system can be a valuable tool for early diagnosis, helping medical professionals and 

patients identify potential diseases quickly and accurately.[4] 

 

II. PROBLEM STATEMENT 

 

Accurate diagnosis is a critical challenge in healthcare, especially when patients present with common or overlapping 

symptoms. Misdiagnosis or delayed diagnosis of diseases can lead to ineffective treatment, which may exacerbate the 

condition, cause unnecessary side effects, and, in some cases, lead to death. Healthcare professionals often rely on their 

clinical experience and diagnostic tools to make decisions, but the sheer volume of diseases and symptoms often makes 
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it difficult to make a quick and accurate diagnosis. This is especially true for diseases that share common symptoms, 

such as the flu, pneumonia, COVID-19, and common cold.[5] 

 

Moreover, healthcare professionals may face difficulties when dealing with unfamiliar conditions or when the patient 

cannot provide an accurate description of their symptoms. This scenario highlights the need for a system that can 

automatically analyze symptoms and provide suggestions for diseases that match those symptoms, thus reducing the 

time spent in identifying the correct diagnosis. 

 

This project seeks to address these issues by developing a Disease Similarity Finder that suggests diseases based on a 

user’s input of symptoms or disease names. The goal is to provide a fast, reliable, and user-friendly tool that can help 

professionals, especially in rural or under-resourced areas, get quick suggestions for potential diseases that they may 

need to consider for diagnosis and treatment.[6] 

 

III. RESEARCH GAPS OR EXISTING METHODS 

 

Over the years, various methods have been proposed to aid in disease diagnosis and prediction, including rule-based 

systems, decision trees, and clustering techniques. Rule-based systems often rely on expert knowledge and predefined 

rules that can categorize diseases based on symptoms. However, these systems have limitations, particularly when 

dealing with large datasets and complex symptom patterns, where expert rules may fail to account for all possible 

scenarios. Additionally, these systems are not adaptable to new diseases or evolving medical knowledge without 

manual intervention. 

 

Another approach has been the use of decision trees, where diseases are classified based on symptoms, and a decision-

making process helps narrow down potential diagnoses. However, decision trees may not always provide the most 

accurate predictions in cases of overlapping symptoms and often struggle to generalize across diverse patient profiles. 

Furthermore, such models can be difficult to interpret, particularly for healthcare professionals who are not familiar 

with the underlying model.[7] 

 

Recent advancements in machine learning, specifically in the use of vector space models and nearest neighbor 

algorithms, have provided more flexible and effective solutions. Techniques such as TF-IDF and KNN have been 

widely used in information retrieval and text similarity tasks, including disease prediction based on symptoms. 

However, the challenge lies in adapting these methods to a healthcare context, where the dataset can be large and 

contain noisy data. 

 

While some studies have explored machine learning techniques for disease prediction, many of these methods fail to 

efficiently deal with unstructured textual symptom data. They often require significant data preprocessing or fail to 

provide easily interpretable results for medical professionals. There is a need for a system that not only predicts 

diseases accurately but also provides a simple, understandable interface for healthcare providers.[9] 

 

IV. PROPOSED METHODOLOGY 

 

The Disease Similarity Finder system follows a robust and systematic methodology to ensure accurate results while 

maintaining a user-friendly interface[10]. The methodology can be broken down into the following steps: 

 

1)Data Collection: The first step involves obtaining a comprehensive dataset that includes disease names, associated 

symptoms, and treatments. This dataset is used to train the similarity model. 

 

2)Data Preprocessing: The raw data is preprocessed to clean and format it for the machine learning model. The TF-

IDF Vectorizer is applied to the Symptoms column to convert the textual data into numerical vectors, which can be 

processed by machine learning algorithms. 

 

3)Model Training: The K-Nearest Neighbors (KNN) algorithm is used to build the similarity model. The algorithm is 

trained on the transformed symptom data, enabling it to find similarities between diseases based on their symptoms. 



© 2025 IJIRCCE | Volume 13, Issue 1, January 2025|                                   DOI: 10.15680/IJIRCCE.2025.1301085

 

 

IJIRCCE©2025                                                 |     An ISO 9001:2008 Certified Journal   |                                                           607 

 

4)User Query Handling: When a user enters a disease name or symptoms into the system, the input is transformed 

into a numerical vector using the same TF-IDF vectorizer. The KNN model then compares this vector to the dataset 

and retrieves the top 3 most similar diseases. 

 

5)Results Visualization: The system generates a bar chart to visually represent the similarity between the queried 

disease and the identified similar diseases. This helps users understand the relationships between the diseases quickly. 

 

6)Output Display: The system displays the disease name, symptoms, and treatment information for the most similar 

diseases, along with the similarity graph. 

along with a graphical plot of similarity scores.[10] 

 

V. SYSTEM ARCHITECTURE 

 

 
 

Figure 1. Architecture  of Disease Similarity Finder 

 

The architecture of the Disease Similarity Finder is designed to be simple, scalable, and user-friendly[8]. The system 

consists of three major components:  

 

1)Data Preprocessing Layer: This layer is responsible for loading, cleaning, and transforming the raw data into a 

usable format. The dataset, which contains information about diseases, their symptoms, and treatments, is loaded into 

the system. The TF-IDF Vectorizer is applied to the Symptoms column to convert textual data into numerical form. 

The vectorizer assigns a weight to each symptom, reflecting its importance within the dataset. This process helps in 

extracting meaningful features from the raw data. 

 

2)Machine Learning Layer: The processed data is then fed into a K-Nearest Neighbors (KNN) model. The KNN 

algorithm compares the symptoms of a query disease with those of the diseases in the dataset using cosine similarity. 

The model identifies the top 3 diseases that are most similar to the given input. This model is highly efficient, 

especially when working with high-dimensional data like symptoms. 

 

3)Web Interface Layer: The front-end layer is a Flask-based web interface that allows users to interact with the 

system. The user inputs either a disease name or a set of symptoms, and the system returns the most similar diseases 

based on the input. The results are displayed in a user-friendly format, with an additional graphical representation (a bar 

chart) showing the similarity levels. The interface is designed to be intuitive and fast, ensuring that the results are easy 

to interpret.[7] 
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VI. WORKING METHODOLOGY 

 

The Disease Similarity Finder system incorporates several key technologies to facilitate the identification of similar 

diseases based on input symptoms. At the core of the system lies the combination of natural language processing (NLP) 

techniques and machine learning algorithms. These technologies work together to process text-based data, calculate 

similarity between disease cases, and present the results in an easily interpretable format for the user. In this section, we 

will explain the working technologies in greater detail, focusing on TF-IDF, K-Nearest Neighbors (KNN), Cosine 

Similarity, and Flask Web Framework.[5] 

 

1)TF-IDF (Term Frequency-Inverse Document Frequency): 

The first technology employed in the Disease Similarity Finder is TF-IDF, which is a statistical measure used to 

evaluate the importance of a word (or term) in a collection of documents. In this case, the documents are the symptoms 

associated with each disease in the dataset, and the words or terms are the individual symptoms themselves. TF-IDF 

consists of two main components: 

 

(a)Term Frequency (TF): This is a measure of how frequently a term occurs in a document. For example, in the case 

of a disease dataset, if the symptom "fever" appears frequently within the list of symptoms for a disease, the term 

frequency for "fever" will be higher. This helps capture the importance of a symptom within the context of a specific 

disease. 

 

(b)Inverse Document Frequency (IDF): IDF is a measure of how important a term is across the entire corpus of 

documents. If a symptom appears in many diseases (or documents), it is less significant in distinguishing between 

diseases. On the other hand, symptoms that appear in only a few diseases are considered more valuable in identifying 

unique disease characteristics. 

 

By combining these two components, TF-IDF is able to weigh the terms according to their importance in a given 

disease. The TF-IDF Vectorizer is used in the system to transform the symptom descriptions into numerical vectors. 

These vectors allow the system to perform mathematical operations on the data, which are necessary for the subsequent 

similarity comparison. 

 

For instance, the symptom "fever" may have a high frequency in the dataset, but if it appears in a large number of 

diseases, its importance in distinguishing those diseases will be lowered by the IDF component. In contrast, rare 

symptoms that are unique to specific diseases will have a high IDF score, thus making them crucial for identifying 

similar diseases. 

 

2)K-Nearest Neighbors (KNN): 

Once the data has been transformed into numerical vectors using TF-IDF, the next step involves comparing these 

vectors to determine which diseases are most similar to a given input. To do this, the system uses the K-Nearest 

Neighbors (KNN) algorithm, a fundamental machine learning algorithm commonly used for classification and 

regression tasks. 

 

In this system, KNN is employed for nearest neighbor search, which is essential for identifying diseases that share 

similar symptoms to those input by the user. The core idea of KNN is relatively simple: for a given query (the disease 

or symptoms entered by the user), KNN searches for the "K" closest data points (in this case, diseases) in the feature 

space based on some distance metric. 

 

For our system, the cosine similarity metric is used to measure the distance between the input query and the dataset's 

disease symptoms. The KNN algorithm then identifies the closest diseases by comparing their symptom vectors and 

retrieving the top K diseases that are most similar. The “neighbors” identified by KNN are based on proximity, where 

diseases with similar symptom vectors are considered "close" to the query input. 

 

The KNN algorithm does not require a pre-trained model in the traditional sense. Instead, it relies on the data itself and 

calculates the similarity between instances when queried. This makes KNN particularly useful for applications like the 
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Disease Similarity Finder, where the data can be dynamic and the relationships between diseases and symptoms may 

evolve over time. The KNN algorithm’s simplicity and efficiency in calculating similarities make it a valuable tool for 

this project. 

 

3)Cosine Similarity: 

The distance metric used in KNN for measuring similarity is cosine similarity. Cosine similarity is a measure of the 

cosine of the angle between two vectors in an n-dimensional space, and it is commonly used in text analysis to compare 

documents based on the occurrence of terms. 𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =∥ 𝐴 ∥∥ 𝐵 ∥/𝐴 ⋅ 𝐵 

 

Where: 

1. 𝐴 ⋅ 𝐵: The dot product of vectors A and B, representing the sum of the products of corresponding elements. It 

quantifies the alignment between the two vectors. 

2. ∥A∥: The magnitude (or length) of vector A, calculated as  √∑ 𝐴𝑖2𝑛𝑖=1  

3. ∥ 𝐵 ∥∶The magnitude of vector B, calculated as √∑ 𝐵𝑖2 𝑛𝑖=1  

4. n: The number of dimensions in the feature vectors, corresponding to the number of unique terms in the dataset. 

 

In the context of disease similarity, each disease is represented by a vector of symptom weights generated using TF-

IDF. When a user enters a disease name or symptoms, the system creates a similar vector for the input. The cosine 

similarity between this query vector and the vectors of all diseases in the dataset is computed to identify which diseases 

are the most similar. 

 

The value of cosine similarity ranges from -1 to 1. A cosine similarity of 1 indicates that the vectors are perfectly 

aligned, meaning the diseases are identical in terms of their symptoms. A similarity of 0 indicates that the vectors are 

orthogonal, meaning there is no shared symptom between the diseases. Since we are working with positive values for 

TF-IDF scores, the cosine similarity will typically fall between 0 and 1, with higher values indicating greater similarity. 

 

Cosine similarity is particularly suited for this task because it is insensitive to the magnitude of the vectors and focuses 

on the directionality of the vectors, which is important when comparing text data, where the length of documents can 

vary significantly. 

 

4)Flask Web Framework: 

The Flask web framework is used to create the web interface of the Disease Similarity Finder. Flask is a lightweight 

Python web framework that provides a simple and flexible way to build web applications. It is ideal for building web 

services and APIs due to its minimalistic nature and easy-to-use interface. 

 

In the Disease Similarity Finder, Flask serves as the backbone for managing user interactions. It handles HTTP 

requests, processes inputs from users (such as disease names or symptoms), and generates dynamic web pages based on 

the results. The system is designed such that a user can interact with the application via a form on the homepage, where 

they enter symptoms or a disease name. Flask takes the user input and passes it to the underlying machine learning 

model for processing. 

 

Once the similarity model has identified the most similar diseases, Flask dynamically generates a response, displaying 

the results in a human-readable format. This includes showing the disease name, symptoms, and treatments, as well as 

providing a visual representation of the similarity between the diseases using a bar chart generated by Matplotlib. 

The simplicity of Flask allows for rapid development and deployment of the application. It is also easily scalable, 

meaning that if the system were to expand in the future (for example, by incorporating more diseases or using more 

complex models), Flask would be capable of handling these changes without significant architectural 

modifications.[6][8] 

 

 



© 2025 IJIRCCE | Volume 13, Issue 1, January 2025|                                   DOI: 10.15680/IJIRCCE.2025.1301085

 

 

IJIRCCE©2025                                                 |     An ISO 9001:2008 Certified Journal   |                                                           610 

 
 

Figure 2. Flow Chart of working model 

 

5)Matplotlib for Data Visualization: 

While the primary focus of the system is on disease similarity detection, it is equally important to present the results in 

an accessible and understandable format. To enhance the user experience, the system incorporates Matplotlib, a 

powerful Python library for generating static, animated, and interactive visualizations. 

 

Matplotlib is used to create bar charts that visually represent the similarity between the query disease and the top 

similar diseases identified by the KNN algorithm. The bar chart gives the user a quick overview of which diseases are 

most similar to the one they queried. The chart visually distinguishes the different levels of similarity, providing users 

with an intuitive way to interpret the results. 

 

The use of Matplotlib enhances the effectiveness of the system by providing a clear, visual representation of the data, 

which complements the textual information about diseases, symptoms, and treatments. 

 

6)System Workflow and Integration: 

The Disease Similarity Finder system brings together these technologies—TF-IDF, KNN, Cosine Similarity, and 

Flask—in a seamless workflow. When a user inputs a disease name or symptoms, Flask captures the input and passes it 

to the model for processing. The symptoms are converted into a vector representation using TF-IDF, and the KNN 

algorithm, aided by cosine similarity, identifies the most similar diseases. The results are then displayed to the user, 

along with a graphical visualization of the similarity levels.[10] 
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VII. RESULTS 

 

The Disease Similarity Finder system has been developed to assist users in identifying diseases that share similar 

symptoms with a given query, providing a comprehensive understanding of potential health conditions based on 

symptoms alone. The implementation of the TF-IDF vectorization, combined with the K-Nearest Neighbors (KNN) 

algorithm and cosine similarity, has produced promising results. These results reflect the effectiveness of the system in 

processing medical data, offering meaningful disease comparisons, and providing users with insightful 

recommendations based on their symptom input. 

 

The system operates by transforming the input symptoms into numerical vectors using the TF-IDF technique. This 

transformation enables the system to analyze and compare the symptom sets associated with different diseases. By 

calculating cosine similarity between the symptom vector of the user input and those of diseases in the dataset, the 

system identifies the most similar diseases based on the shared symptom patterns. Once the similarity calculation is 

completed, the KNN algorithm selects the closest neighbors, which are the diseases with the highest similarity 

scores.[4] 

 

One of the key advantages of the system lies in its ability to quickly retrieve and display the most relevant diseases 

based on user input. For example, if a user enters a set of symptoms, the system can generate a list of diseases that 

exhibit similar symptom patterns. This process is executed almost instantaneously, allowing users to receive timely and 

useful information that can aid in further diagnosis or medical consultations. 

 

The system has been tested with a dataset that includes a wide variety of diseases and their associated symptoms, 

allowing for diverse scenarios and potential outcomes. For instance, when a user queries with symptoms such as 

"fever," "headache," and "chills," the system accurately identifies diseases such as Malaria, Dengue Fever, and 

Influenza. These results align well with medical knowledge, demonstrating that the system can effectively identify 

diseases that are likely to be associated with the input symptoms. 

 

Furthermore, the integration of Matplotlib for data visualization enhances the interpretability of the results. The 

graphical representation of the top similar diseases provides users with a clear visual cue about the level of similarity 

between the query disease and the identified neighbors. This makes it easier for users, especially those without a 

medical background, to understand the relationships between different diseases and their symptoms. 

 

The ability of the system to perform such tasks is a testament to the robustness of the underlying machine learning 

models and the quality of the dataset used. By leveraging the power of TF-IDF and KNN, the system is able to handle 

large-scale medical data efficiently and provide accurate results in a user-friendly manner. 

  

 

 
 

Figure 3.1 Output of Disease Similarity Finder 
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Figure 3.2  Bar Graph of similar diseases 

 

VIII. CONCLUSION 

 

In conclusion, the Disease Similarity Finder system provides an innovative and practical approach to disease 

identification based on symptoms. It combines natural language processing techniques with machine learning models to 

offer an automated, fast, and reliable solution for finding diseases that are similar to the symptoms entered by the user. 

The use of TF-IDF for text vectorization, the KNN algorithm for similarity search, and cosine similarity for 

measuring the proximity of diseases all contribute to the system’s ability to identify and rank diseases based on the 

user’s input. This combination of technologies ensures that the system can handle a variety of diseases and symptoms 

while maintaining efficiency and accuracy. 

 

The results produced by the system show that it can effectively identify diseases that share common symptoms, which 

can be valuable for medical practitioners and patients alike. By allowing users to query symptoms and receive relevant 

disease suggestions, the system has the potential to support early-stage diagnosis and assist in medical decision-making. 

Additionally, the graphical representation of the results further improves the user experience, making the system more 

accessible and intuitive.[9] 

 

The Disease Similarity Finder demonstrates the potential of machine learning and natural language processing 

techniques in the healthcare domain. With further enhancements, such as incorporating more complex medical datasets 

and using more sophisticated models, the system could provide even more accurate and personalized recommendations. 

It also has the potential to be integrated into other healthcare applications, such as medical chatbots or diagnostic tools, 

to assist both healthcare professionals and patients in making informed decisions. 

 

Looking ahead, there are several avenues for improving the system. For instance, expanding the dataset to include a 

wider range of diseases and symptoms would enhance the accuracy and reliability of the results. Incorporating real-time 

medical data and continuously updating the database with the latest disease and symptom information could further 

improve the system's effectiveness. Additionally, exploring more advanced machine learning models, such as deep 

learning-based techniques, could help in identifying even more complex patterns and relationships in medical data, 

leading to more accurate disease identification. 

 

In summary, the Disease Similarity Finder is a promising tool for disease detection based on symptoms, showcasing 

how machine learning and natural language processing can revolutionize the way we approach medical diagnosis. By 

integrating these technologies into a user-friendly application, the system provides an accessible solution for identifying 

similar diseases and supporting healthcare professionals in their diagnostic efforts. With future advancements, this 

system could play a pivotal role in improving healthcare outcomes and aiding in the early detection of diseases.[5] 
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