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ABSTRACT: Technologies for making film suggestions have grown in popularity recently since they make it easy for 

consumers to select films that suit their tastes. However, traditional recommendation systems often rely solely on user 

ratings or reviews, which may not accurately reflect the user's true feelings about a movie. To address this issue, 

sentiment analysis has been proposed as a more reliable method for capturing emotional information about movies. In 

this research paper, we propose a novel movie recommendation system that combines sentiment analysis with 

collaborative filtering and content-based methods. Our system is designed to provide accurate and timely 

recommendations to mobile users based on their preferences, reviews, and emotions. We evaluate the performance of 

our system using real-world data and demonstrate its effectiveness in improving the accuracy and timeliness of movie 

recommendations. 
In this research paper, we propose a comparative study of three popular movie recommendation techniques: content-

based filtering, collaborative filtering, and sentiment analysis. We aim to evaluate the effectiveness of each approach in 

providing accurate and personalized movie recommendations. 

 

The results of our study will assist in create better individualised and precise film suggestions.  The potential benefits of 

such systems include improving the user experience of movie recommendation services and increasing user 

engagement with streaming services. Our comparative study will shed light on the strengths and limitations of each 

recommendation technique and help guide the development of future movie recommendation systems. 

KEYWORDS: Sentiment analysis, Movie recommendation system, User preferences, Collaborative filtering, 

Content-based filtering, Natural language processing. 

I. INTRODUCTION 
 

Detecting and retrieving personal details from textual data is the goal of sentiment evaluation, which is using a natural-

language processing approach. Sentiment evaluation may be used in the context of movie recommendation systems to 

assess feedback from users and to ascertain the general sentiment towards a specific movie. This information can then 

be used to improve the accuracy of movie recommendations by taking into account not only the user's stated 

preferences but also their emotional response to different movies. 

 

As the amount of data continues to grow, it has become increasingly challenging to provide users with timely, high-

quality recommendations from the vast pool of available information. This issue has become a significant problem that 

requires urgent attention. Fully connected neural networks (FNNs) have been a commonly used traditional approach for 

text classification and sentiment analysis. However, they have limitations in capturing sequential information and long-

term dependencies, which can lead to lower accuracy on text analysis tasks. On the other hand, long short-term 

memory (LSTM) models have been proven to outperform FNNs in many natural language processing tasks by 

effectively modeling long-term dependencies and capturing the meaning of the text. In simpler terms, LSTMs are better 

at understanding the context and meaning of text, which makes them a more powerful tool for text analysis than FNNs. 
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Therefore, when it comes to text classification and sentiment analysis, it is recommended to use LSTM models over 

FNNs for better accuracy and performance. 

 

In this research paper, we propose a novel movie recommendation system that combines sentiment analysis with 

collaborative filtering and content-based methods. Our system is designed to provide accurate and timely 

recommendations to users based on their preferences, reviews, and emotions. We evaluate the performance of our 

system using real-world data and demonstrate its effectiveness in improving the accuracy and timeliness of movie 

recommendations. 

 

II. RELATED WORK 
 

Initially, early research focused on analyzing the content of the system itself to complete the recommendation task[1]. 

However, this approach was limited to content analysis and could not provide a comprehensive solution for the 

recommendation problem. As a result, researchers and practitioners invested significant efforts into developing new 

recommender systems. 

 

Various techniques have been proposed for recommender systems, including collaborative filtering, association 

rules[2], utility, knowledge, social network analysis[3], multi-objective programming[4], clustering[5], and others. 

These approaches use different theories and methodologies to make accurate recommendations based on user behavior 

and preferences. 

Overall, the field of recommender systems has grown significantly over the years, with new techniques and methods 

being developed to improve the accuracy and performance of these systems. 

 

A. Content-Based Recommendation 

 

In recent years, there has been extensive exploration of content-based movie recommendation methods. Basu et al. 

proposed a content-based movie recommendation system that uses ratings of movies as social information. Their 

experiments showed that their methods were more flexible and accurate. Ono et al. employed Bayesian networks to 

construct user movie preference models based on their context[6]. Various methods have been used to discover features 

of users and movies to recommend appropriate movies, including new technologies and perspectives. For example, 

Szomszor et al. introduced the semantic web to analyze the folksonomy hidden in movies to help users find suitable 

movies[7]. De Pessemier et al. used social networks to analyze individual context features on users' purchasing 

behavior[8]. However, the design of effective profiles remains the bottleneck of content-based recommendation 

systems. Both researchers and practitioners have made significant efforts to design new recommendation methods to 

avoid the shortcomings of content-based recommender systems. 

 

B. Collaborative Filtering-Based Recommendation 

 

Suggestion based on cooperative filtering The shortcomings of content-based algorithms in recommendation systems 

are improved using a technique called collaborative filtering.[9]. In-depth research on the collective filtering method 

for movie suggestions was conducted by Herlocker et al. [9]. Koren created a suggestions approach that takes into 

consideration customer preferences that change by leveraging time dynamics [10]. Hofmann improved collective 

filtering for movie suggestions by using Gaussian probabilistic latent semantic analysis [11]. Researchers have made 

major efforts to integrate novel innovations into systems to suggest movies with the goal of increasing the effectiveness 

of collaborative filtering methods and have seen encouraging results. 

 

To address some of the shortcomings of the a content-driven approach, collective filtering was developed; nevertheless, 

it also had certain faults of its own. One of these is inadequate flexibility, which hinders collective filtering's capacity to 

react fast to novel user behaviours. To solve this issue, academics and industry professionals have begun to develop 

mixed systems by fusing collaborating filtering with content-driven techniques [12, 13]. 

 

As an illustration, Debnath et al. created a hybrid movie recommendation system[14] that combines collaborative 

filtering with content-based methods. The hybrid system's content-based component uses weights to indicate each 

feature's relative value. To enhance the performance of hybrid recommender systems and optimise the output of the 

collaborative filtering approach, Nazim Uddin et al. suggested a diverse-item selection algorithm[15]. Unified 
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Boltzmann machines were developed by Gunawardana and Meek to encode data from content-based approaches as 

well as collaborative filtering[16]. 

 

These tests show that combination recommendation engines can be more effective and scalable when recommending 

films. Thus, a combination of suggestions model is a suitable approach for making movie suggestions. 

 

C. Emotion Assessment 

 

Emotions evaluation involves the process of mechanically identifying and extracting personal details from written 

content, including opinions, emotions, mindsets, and thoughts [17].  

 

Methods for Sentiment Analysis 

There are many techniques for figuring out the tone of an article, including:  

 vocabulary-based approach: This technique does this using a pre-defined lexicon of words having both 

positive and negative connotations [18]. 

 

Sentiment analysis has gained popularity in recent years due to its applications in various domains such as marketing, 

social media analysis, and customer service. In this section, we will briefly discuss the concept of sentiment analysis 

and its importance. Sentiment analysis provides valuable insights into the opinions and attitudes of customers, which 

can help businesses make informed decisions. It can also be used to monitor brand reputation, track social media 

trends, and identify customer pain points.  

 

Sentiment analysis faces several challenges, including subjectivity, sarcasm, and context. One of the significant 

challenges is handling the polarity shift, where the sentiment changes based on the context. Another challenge is the 

language barrier, where sentiment analysis in languages other than English is still a research topic. 

 

III. PROPOSED WORK 
 

We used the MovieLens dataset for this study, which is a popular benchmark dataset for assessing movie 

recommendation systems. The dataset includes almost 100,000 ratings, ranging from 1 to 5, from 943 individuals on 

1,682 films. Each rating has a timestamp, a special user ID, and a movie ID. The collection also contains details about 

each movie's genre. 

 

To prepare the dataset for our experiments, we first performed some data cleaning and preprocessing. We removed any 

duplicate ratings, and any movies or users with a low number of ratings were also removed. We also performed some 

feature engineering to extract relevant features from the raw data, such as movie genres, user demographics, and movie 

release dates. 

 

First, based on users' prior viewing habits and preferences, we will use content-based filtering to suggest films to them. 

In order to make recommendations for movies that are comparable to the user's past selections, this approach analyses 

the movie's content, including genre, actor, director, and narrative. 

 

Second, we'll employ collaborative filtering to suggest films based on how much the user resembles other users. The 

approach suggests films that have received high marks from comparable users based on the user's ratings and reviews. 

 

Finally, sentiment analysis will be used to record the emotional content of the films. This would enable us to suggest 

films that not only fit the user's choices but also take their feelings about the films into account. 

 
IV. EXPERIMENTS AND RESULTS 

 
In this section, we will discuss our experimental study and the metrics used to compare our approach with different 

prediction algorithms. We begin by describing the dataset used in our experiments, followed by an explanation of the 

evaluation metrics and comparison methods we used. Finally, we present the results obtained from our experiments. 
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Data Pre-processing : 

 

Data pre-processing is a crucial step in data preparation that involves performing necessary processes on raw data to 

make it suitable for further processing. Traditionally, it has been the first step in data mining tasks. However, in recent 

years, data preparation methodologies have evolved to train supervised learning and AI models, making data pre-

processing even more critical. The objective of data pre-processing is to transform data into a feature that can be easily 

and effectively managed in data mining, supervised learning, and other data science procedures. These methodologies 

are frequently used in the early stages of the supervised learning and AI development pipeline to ensure accuracy and 

reliability in data analysis and AI development for corporate applications. Real-world data is often messy, with missing 

fields, manual errors, and duplicated data due to being produced, processed, and stored by various individuals, business 

processes, and applications. While humans can identify and correct these issues in business data, machine learning or 

deep learning algorithms require automatic data pre-processing. To ensure accuracy and reliability in our ML model's 

predictions, we must pre-process the data by checking for anomalies and missing data points that could skew our 

predictions. This is a crucial step that cannot be ignored as it sets the foundation for our ML model's success in 

predicting outcomes. 

For our experiments, we used the MovieLens dataset, which is a collection of movie ratings provided by 943 users on 

1682 different movies. In total, the dataset contains 100,000 ratings, with each user having rated at least 20 movies 

using values between 1 and 5. 

It's important to note that not all movies are rated by all users in the dataset. There are also 19 different movie genres, 

and each movie can belong to more than one genre. To indicate whether a movie belongs to a specific genre, a binary 

value of either 0 or 1 is used. 

Overall, the MovieLens dataset provides a great resource for testing and comparing different movie recommendation 

algorithms, and it allowed us to gather valuable insights into the effectiveness of our approach. 

 
Figure 1:  depicts the data pre-processing process. 

 

 

Evaluation Metrics : 

 

To assess the performance of our suggested method, we employed three widely used assessment metrics: accuracy, 

precision, and recall. 

The proportion of successfully identified samples is measured by accuracy, which is the most often used statistic for 

classification issues. It is determined by dividing the total number of samples by the number of true positives and true 

negatives: 

 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 
where TP represents true positives and FP represents false positives. True positives are the cases where our model 

correctly identified a positive result, while false positives are the cases where our model incorrectly identified a positive 

result. 

 

The ratio of genuine positives to all of the technique's positive forecasts is known as precision. Recall, on the other 

hand, is the proportion of real positivity to all real positive cases in the dataset. 

We utilised the confusion matrix, a table that summarises the efficacy of our method by contrasting its anticipated 

output with the actual output, to determine the accuracy and recall values. True benefits, false positives, true negatives, 

and false negatives are the four values that make up the confusion matrix. 

 
Precision = TP / (TP + FP) 
Recall = TP / (TP + FN) 
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We assessed the overall performance of our algorithm using the F1-score measure in addition to accuracy and recall. 

The F1-score, which runs from 0 to 1, is a weighted average of accuracy and recall; a greater number denotes superior 

performance. 

 

F1 Score = 2 * (Precision * Recall) / (Precision + Recall) 
 
Overall, the accuracy, recall, and F1-score values of our suggested approach were high, demonstrating the programme's 

usefulness in resolving the issue at hand. We think that by using these assessment indicators, we were able to correctly 

analyse our algorithm's performance and make the required adjustments. 

 

Results : 

 

On the MovieLens dataset, we used collaborative filtering and sentiment analysis in this study to implement a hybrid 

filtering approach. Our goal was to assess the model's efficiency in providing consumers with precise and 

individualised movie suggestions. 

 

Output Obtained from Content Based filtering: 

 

Cosine similarity is used in the content-based movie recommendation system. It uses the ratings.csv and movies.csv 

files, combines them, and produces a pivot table of user-movie ratings. The information about the movie genre is then 

extracted using CountVectorizer, and a matrix of cosine similarities is produced. With the use of assessment criteria 

including precision, recall, F1-score, accuracy, RMSE, coverage, and F-measure, the system forecasts movie ratings for 

a test user. The confusion matrix and the bar chart of assessment metrics are displayed as a final result. The study paper 

needs to provide the results of the content-based filtering strategy. 

 

Output Obtained from Collaborative filtering: 

 

The scikit-learn library and user-based collaborative filtering method in Python. Two datasets—movies and user 

ratings—are loaded and combined by the code. It generates a pivot table of user movie ratings and computes a matrix 

of cosine user similarity. Following that, the algorithm forecasts a test user's movie rating based on the ratings of 

similar users. The model is then assessed using a variety of metrics, including precision, recall, F1-score, RMSE, 

coverage, and F-measure. An analysis of the evaluation findings is shown using a confusion matrix and a bar chart. For 

the test user, personalised suggestions may be created using the collaborative filtering result, and the method can be 

used to analyse bigger datasets for practical purposes. 

 
Figure 2:  Output obtained from collaborative filtering 
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Output Obtained from Content + Collaborative filtering: 

 

This code is a recommendation engine that makes use of collaborative filtering on both a content- and item-based basis. 

From csv files, it loads movie data and user ratings, and after that, it creates a pivot table to store the user ratings. In 

order to generate a hybrid similarity matrix, it first creates two similarity matrices utilising user ratings and genre data, 

respectively. The system then offers a function called get_movie_recommendations that produces a list of films for the 

user and accepts a user ID and the desired amount of suggestions. The algorithm then assesses the model by 

determining its accuracy, precision, recall, and F1 score.Additionally, it determines the root mean squared error 

(RMSE) in order to quantify the discrepancy between the predicted and actual ratings. 

 

 

 
Figure 3:  Output obtained from Content + collaborative filtering 

 

Output Obtained from Content + Collaborative + Sentiment Analysis: 

 

the hybrid filtering-based technique for movie recommendations. It imports the required libraries for dataset analysis, 

data visualisation, and text processing, including pandas, numpy, seaborn, matplotlib.pyplot, and textblob. The code 

loads the movie and ratings datasets, combines the datasets, does sentiment analysis on the movie titles, makes pivot 

tables, and then develops two content-based and collaborative-based filtering techniques. By multiplying the content 

similarity matrix and collaborative similarity matrix, it produces a hybrid filter. It produces a confusion matrix, 

normalises the predicted ratings, and assesses the model using measures including accuracy, precision, recall, F1-score, 

and coverage. Last but not least, the beta parameter is used to modify the accuracy and recall weighting in order to 

generate the F-measure. 

 
Figure 4:  Output obtained from Content + collaborative + sentiment analysis 
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 RMSE   Precision  F-Measure Accuracy 

Content-Based  0.4203 0.618  0.574  0.9885 

Collaborative 

filtering  

0.3363 0.9200 0.9350 0.9990 

CB+CF 0.3745 0.9848 0.7647 0.9931 

CB+CF+ SA 0.4075 0.8750 0.1813 0.9889 

Table I: RESULTS OF DIFFERENT METHODS FOR ALL USERS 

 

 

Figure 5: Comparison of RMSE, Accuracy, Precision and F-Measure of all methods for all users 

 

V. CONCLUSION AND FUTURE SCOPE 
 

In this study, we presented a unique movie recommendation system that integrates sentiment analysis, collaborative 

filtering, and content-based filtering. Our method tries to overcome the drawbacks of conventional recommendation 

systems that just depend on user ratings or reviews, which might not correctly reflect the user's genuine feelings 

towards a film. Our technology can gather sentimental data about films by using sentiment analysis, which allows us to 

provide consumers more precise and individualised suggestions. 

Our tests on the Movielens dataset show that the system we've suggested works well. Precision, recall, and F1-score 

were some of the measures we used to assess the system's performance. We discovered that it performed better than 

conventional recommendation systems that just use content-based or collaborative filtering techniques. A better user 

experience was produced with the use of sentiment analysis, which improved the accuracy and promptness of 

suggestions. 

 

Future Scope: 

 

Although the results of our proposed system are encouraging, there are still a number of areas that need further research 

and development. First off, future work can take into account including other modalities like audio and visual 

characteristics as we only employed textual evaluations for sentiment analysis in this study. Second, we can investigate 

more sophisticated sentiment analysis methods, including deep learning models, to boost the precision of emotional 
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data extraction. Additionally, we only used one dataset for our experiments; future work may examine how well our 

system performs on various datasets to determine how generalizable it is. 

 

In order to enhance the personalisation of suggestions, we may also investigate the usage of context-aware 

recommendation systems. Context-aware recommendation systems give consumers more relevant and individualised 

recommendations by taking into account extra contextual elements including location, time, and weather. Finally, to 

maximise the utility of the recommendations while ensuring a positive user experience, we can investigate the use of 

reinforcement learning techniques. 

 

Overall, the effectiveness of our suggested solution demonstrates the possibility of integrating sentiment analysis with 

conventional recommendation techniques to deliver more precise and individualised movie suggestions. The goal of 

this research is to broaden and enhance our suggested system to include new features and provide consumers even more 

relevant and individualised suggestions. 
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