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ABSTRACT: Breast cancer is a common cause of female mortality in developing countries. Early detection and 

treatment are extremely important for successful outcomes. Breast cancer develops from breast cells and is thought to 

be the main cause of death in women. The disease is divided into two subtypes: 

 

       Invasive Doctar Cancer (IDC) and Doctares in situ (DCIS). Advances in artificial technologies in intelligence (AI) 

and machine learning (ML) have made it possible to develop more accurate and reliable models to diagnose and treat 

this disease. It is clear from the literature that inclusion of MRI and folding networks (CNNS) can help detect and 

prevent breast cancer. Furthermore, the evidence strategy shows promise in the identification of cancer cells. CNN 

Improvement in Breast Cancer Classification (CNNI-BCC). 

 

       Doctors can help recognize breast cancer by categorizing trained, deep learning neural network systems. However, 

imaging methods and preprocessing require important computing power. Therefore, in this study we proposed an 

efficient deep learning model that could recognize breast cancer in computer-aided mammography with different 

densities. Our study was based on three different modules for selecting characteristics. It is removal of low variance 

characteristics, selection of univariate features, and recursive emotions. Mammogram craniospheres and medium - 

lying views are integrated. I tested it with a large data record of 3002 photos Of the 1,501 people with digital 

mammography, this was conducted between February 2007 and May 2015.  

 

       In this article, we applied six different classification models for the diagnosis of Random Forest (RF), Decision 

Tree (DT), Suprae (K-N-NEARest Neighbors), Neighbor (KKN), Logistic (BRAST) (KK-N-NEEST-NAFT-NAGE), 

and adjacent breast diagnostics (knn), Neighbors (kkn), Neighbors (KKN), Neighbors (KKN), Neighbors (KKN), 

Logistic (KNN. Slassifier (SVC) and Linear Support -Vector Classification (Linear SVC). 
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I. INTRODUCTION 

 

Cancer is a global epidemic that affects people of all ages and backgrounds. 

       There are many types of cancer, but breast cancer is one of the most common types of cancer in women. Based on 

this challenge, researchers need to pay special attention to cancer detection and prediction. Early stage cancer 

prediction and diagnosis is an area where approaches to machine learning can have a major impact. Breast cancer 

develops from breast cells and is a common malignant tumor in women around the world. Breast cancer is the second 

leading cause of death in women, lung cancer. Breast risk can be due to the following causes: Age is an essential factor 

in the development of breast cancer. Breast cancer is more common in women, but men are not immune to the disease. 

A mother, sister, or daughter diagnosed with breast cancer increases the risk for an individual. The risk of breast cancer 

increases with the presence of specific genetic mutations such as: Long-term use of HRT (hormonal replacement 

therapy) can increase your risk. Born menstruation, delayed menopause, lack of children, or delayed adolescents are all 

factors that can affect women's risks. Symptoms of breast cancer include: Isolated swelling Chest or armpits. Changes 

in chest size, shape, or appearance. Breast or nipples Medically unexplainable complaints. Outside of breast milk as 

breast milk and discoloration or deposits of the breast. Breast. 

 

       The microscopic appearance of cancer cells is used to classify diseases in several subtypes. Duktalkarzinoma in 

situ (DCIS) is a non-invasive or invasive breast cancer that originates from breast channels and does not penetrate close 

to tissue. If not treated, it can lead to invasive breast cancer. Invasive duktal cancer (IDC) accounts for 80% of cases 

and is the most common type that penetrates nearby breast tissue. IDCs can be classified based on hormone receptor 



© 2025 IJIRCCE | Volume 13, Issue 3, March 2025|                                      DOI: 10.15680/IJIRCCE.2025.1303071 

 
 

IJIRCCE©2025                                                      |     An ISO 9001:2008 Certified Journal   |                                                    2407 

status and HER2 status. Invasively, small salt cancer (ILC) is derived from the breast glands and accounts for 105% of 

breast cancer cases. Not more common than IDC, and is more difficult to see with mammography. Triple-negative 

breast cancer (TNBC) is a subtype of breast cancer that lacks hormone receptors and HER2 protein. It is more 

aggressive and has a lesser response to hormone and HER2 targeted therapies. TNBC is often treated with 

chemotherapy. HER2-positive breast cancer is a rare and aggressive form of breast cancer caused by overexpression of 

the epidermal growth factor receptor in humans. It may not be invasive or invasive and may be treated with targeted 

treatment. Inflammatory breast cancer (IBC) is a rare and aggressive form characterized by redness, fever and swelling 

of the breast. Immediate and aggressive treatment are required. Paget's disease of nipples is a rare, aggressive form, 

starting with milk channels and spreading to nipples and whining skin Metastatic. 

 

       Breast cancer, also known as stage IV, is a non-harmless disease that may be all subtypes of breast cancer (IDC, 

ILC, or HER2 positive), and is generally incurable. Treatment aims to control and treat disease. Invasively duktales 

cancer (IDC) and duktales cancer - situ (DCIS) are the two most common forms of breast cancer, and DCI usually 

occurs slower and more normally without affecting the patient's daily life. DCIS creates a very modest number of 

breast cancer instances (20%), but IDC is much more dangerous as it spreads to the breast. Approximately 80% of 

people diagnosed with breast cancer are classified into this group. Most breast cancer is invasive, indicating that the 

disease is spreading to other organs and tissues in the chest. The two most common types of invasive breast cancer are 

invasive duktal cancer (IDC) and invasive praise cancer (ILC). Invasive doctalless cancer is a type of breast cancer that 

develops in breast cancer and spreads to other parts of the breast. Invasive lymphoma is more difficult to recognize by 

capturing standard screening procedures. Inflamed lobular cancer (ILC) can first develop in lobular lobulars that can 

spread to other parts of the breast in the leaves that secrete milk. Only 4% of women diagnosed with breast cancer 

develop on the spot. This is a type of breast paget, invasive ductal carcinoma. It is a rare tumor that develops in the skin 

that surrounds the breast and produces pagetin. Due to rapid growth rates, mastomas are often diagnosed after they 

have already spread to other parts of the body. Filord rarely becomes a malicious growth. This will affect mostly 

middle women. Other types of invasive breast cancer include adenocarcinoma, adenobaric cancer, medullary cancer, 

slime cancer, papillary cancer and tubular cancer. Non-invasive breast tumor cancer cells remain more localized in 

affected breast areas than spread to nearby leaves and channels. In breast cancer, the disease is not distributed beyond 

the affected area. There are two types of in-situ-cancer: Duktales cancer in situ (dcis) and lobular cancer in situ (LCIS). 

Cancer of breast ducts or ductal cancer (DCIS) occurs. 

 

II. RELATED WORK 

 

       In recent years, several studies have used ML technology (machine learning) to recognize BC in the health field. 

Algorithms provide satisfactory results, and other scientists use them to tackle challenging problems. The CNN 

algorithm was used to predict and diagnose invasive ductal carcinoma of breast cancer images, achieving an accuracy 

of approximately 88%. Furthermore, it is often used in the medical field for the prediction and diagnosis of abnormal 

events to gain a deeper understanding of intolerable diseases such as cancer. Many studies focusing on breast cancer 

 

       Evidence strategies using imaging and genetics. Furthermore, according to our level of knowledge, no studies were 

conducted using these two approaches together. Various techniques for histological imaging analysis (HIA) as 

summarized in the author's breast diagnosis. Different types of folding networks (CNNs) serve as the basis for these 

technologies. Based on the type of data record used, the authors categorized the work accordingly. They organized 

everything in reverse chronological order. 

 

       In the first event. The results of this study suggest that ANNS was first used in the HIA region in mid-2012. The 

most common types of algorithms were ANN and PNN. It is clear that using deep neuronal networks for breast cancer 

detection and diagnosis improves outcomes in early stage patients. 

 

       The process of creating NCD predictions involved the use of several different algorithms in The classification 

algorithm was tested on eight separate NCD data sets using a 10-time cross-validation strategy. The area under the 

curve uses these results for accuracy analysis. The authors say that NCD data records have unrelated features and loud 

data. The resistance of KNN, SVM and NN taking this noise into account is impressive. Several diseases in the human 

health system have been presented as candidates for approach by Natural Inspiration Computing (NIC). Five NIC 

Diagnoses Proposed - Authors of insect-based algorithms and potential use when diagnosed with diabetes and cancer. 
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As the authors argued, breast, lung, prostate, and ovarian tumors are normally recognized. The diagnosis of breast 

cancer is improved by integrating the indicated ABC into a neural network. The authors also developed highly effective 

methods for identifying diabetes and leukemia. Including NICs in traditional classification techniques resulted in more 

reliable and more encouraging results. They highlighted the need for further research into the detection of diabetes and 

disease at various stages. The authors report that the data can propose NNS to classify the diagnosis of cancer, 

particularly at the early stages of the disease. Their results show that a large number of cancer cells promised by NNSs. 

However, preprocessing images requires a considerable amount of computing power. Below we will look at how 

CNNS and AI can minimize the challenges. 

 

III. PROPOSED ALGORITHM 

 

 In this article, we applied six different classification models to the diagnosis of breast cancer. This includes Random 

Forest (RF), Decision Tree (DT), K-Nearest Neighbor (KNN), Logistics Regression (LR), Support Vector Classifier 

(SVC), and SVCs that include Linear Support Vector Classification. It is important to note that the selected data 

records and goals can determine different hyperparameter values and other implementation-specific decisions. 

Mammography, computed tomography, magnetic resonance imaging, positron emission imaging, blood tests, and 

genetic analysis have limited early diagnosis and prediction. Higher techniques may require invasive treatment, false 

diagnosis, and expertise. Early diagnosis, improved accuracy, personalized therapies, risk assessment, data integration, 

predictive prediction, and drug development are just some of the possibilities for how machine learning can increase 

cancer detection and prediction. Existing methods for identifying potential cancer therapy chemicals and treatments are 

time consuming and error prone to error. These strategies help accelerate the process. 

 

       Mammography is an X-ray imaging technology for breast tissue using differential X-ray absorption. It is mainly 

used for breast cancer screening, early detection and diagnosis, and small abnormalities are detected. B. Tumor and 

trace amounts. Ultrasound, on the other hand, uses high-frequency sound waves to create photographs of breast tissue. 

It is often used to add mammography to distinguish between solid masses and liquid cysts and to provide additional 

information regarding the properties of breast abnormalities. Ultrasound is also used to guide breast biopsies. 

                                        

Thermolagraphy, also known as thermal imaging, catches the thermal patterns released by the surface of the body. A sp

ecial camera is used to measure the temperature of the skin surface. This means that temperature fluctuations occur in a

reas where blood flow is increased, such as tumors. Thermography was considered as a noninvasive device for breast 

Cancer screening, but has not become widely used due to concerns about the accuracy and variability in interpreting res

ults. It can be used as an additional device in certain cases or to monitor breast health. 

 

IV. SIMULATION RESULTS 

 

The proposed framework was initially evaluated individually for each model for various training and testing conditio

ns. This comprehensive assessment assesses the effectiveness of the frame and provides insight into his performance in 

the diagnosis of patients. Each method underwent five crossvalidation to minimize variability in the results. The followi

ng table compares three models (LBP + SVM, ResNet50 + SVM and CNN) with regard to five metrics: sensitivity, spe

cificity, accuracy, F1 score, and accuracy. These metrics were evaluated on three different datasets: 30% for training, 7

0% for testing, 50% for training, 50% for testing (70% for training, and 30% for testing).The network showed in Fig. 1 

is able to transmit 22 packets if total transmission energy metric is used and 17 packets if used maximum number of 

hops metric. And the network lifetime is also more for total transmission energy. It clearly shows in Fig. 2 that the 

metric total transmission energy consumes less energy than maximum number of hops. As the network is MANET 

means nodes are mobile and they change their locations. After nodes have changed their location the new topolog. 

 

V. CONCLUSION AND FUTURE WORK 

 

This study examines six different classification models for breast cancer classification using the breast cancer 

Wisconsin (diagnostic) dataset. The data is normalized using the standard scaler module and feature selection is 

performed using Python's scikit-learn package. The models were created using a combination of machine learning 

algorithms, such as linear svc, svc, knn, dt, rf, lr, dt, and logistic regression. The study employed a confusion matrix to 

evaluate the accuracy of its predictions by comparing the expected results with the actual numbers, and it also 
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examined performance metrics like accuracy, precision, recall, sensitivity, and f1-score. The findings were summarized 

and compared using exploratory data analysis. The research discovered that the maximum area of the worst and the 

mean area values reduced after processing, which could result in false positive detections. The connection between 

different factors in breast cancer diagnosis is vital for comprehending how features relate to a patient's prognosis. 

Random forest models achieved the highest accuracy values, closely followed by decision tree and knn models. 

Logistic regression and SV-CHAESIM also demonstrated similar performance in predicting target variables. Random 

forest could be a suitable alternative for cancer detection because of its flexibility, simplicity in interpretation, and 

capability to identify essential traits for making classification decisions. Breast cancer is a widespread illness that 

impacts women globally, and machine-learning approaches may have the potential to enhance early detection and 

prognosis. The disease is categorized into two subtypes: invasive ductal carcinoma (idc) and ductal carcinoma in situ 

(dcis). Detecting diseases at an early stage is vital for effective treatment, and having the right screening technologies is 

crucial. Mammography, ultrasonography, and thermography are frequently used imaging techniques for identifying 

breast cancer. The progress in artificial intelligence has enhanced the accuracy of mammography, and researchers are 

working on developing deep learning models to identify breast cancer in computerized mammograms. Breast MRI is a 

highly sensitive imaging method with exceptional specificity and precision, and artificial intelligence and neural 

networks are increasingly being utilized in healthcare to enhance image processing and minimize human error in 

recognition  

Future studies on breast cancer diagnosis using ML can examine these and other options. It is important to make grea

t progress in continuing research and collaboration between breast cancer detection and treatment, data scientists, health

 professionals and very important researchers. 

 

REFERENCES 

 
1. Bayrak E.A., Kırcı P., Ensari T. Comparison of machine learning methods for breast cancer diagnosis; Proceedings of 

the 2019 Scientific Meeting on Electrical-Electronics & Biomedical Engineering and Computer Science (EBBT); 

Istanbul, Turkey. 24–26 April 2019. 

2. Loomans-Kropp H.A., Umar A. Increasing Incidence of Colorectal Cancer in Young Adults. J. Cancer Epidemiol. 

2019;2019:9841295. doi: 10.1155/2019/9841295. 

3. Eroğlu Y., Yildirim M., Çinar A. Convolutional Neural Networks based classification of breast ultrasonography images 
by hybrid method with respect to benign, malignant, and normal using mRMR. Comput. Biol. Med. 2021;133:104407. 

doi: 10.1016/j.compbiomed.2021.104407. 

4. Karthik R., Menaka R., Kathiresan G., Anirudh M., Nagharjun M. Gaussian Dropout Based Stacked Ensemble CNN for 

Classification of Breast Tumor in Ultrasound Images. IRBM. 2021;43:715–733. doi: 10.1016/j.irbm.2021.10.002. 

5. Lakhani S.R., Audretsch W., Cleton-Jensen A.M., Cutuli B., Ellis I., Eusebi V., Greco M., Houslton R.S., Kuhl C.K., 

Kurtz J., et al. The management of lobular carcinoma in situ (LCIS). Is LCIS the same as ductal carcinoma in situ 

(DCIS)? Eur. J. Cancer. 2006;42:2205–2211. doi: 10.1016/j.ejca.2006.03.019. 

6. Visser L.L., Groen E.J., Van Leeuwen F.E., Lips E.H., Schmidt M.K., Wesseling J. Predictors of an Invasive Breast 

Cancer Recurrence after DCIS: A Systematic Review and Meta-analyses Prognostic Factors for DCIS: What Do We 

Really Know? Cancer Epidemiol. Biomark. Prev. 2019;28:835–845. doi: 10.1158/1055-9965.EPI-18-0976. 

7. Din N.M.U., Dar R.A., Rasool M., Assad A. Breast cancer detection using deep learning: Datasets, methods, and 

challenges ahead. Comput. Biol. Med. 2022;149:106073. doi: 10.1016/j.compbiomed.2022.106073. 

8. Khalifa F., Soliman A., El-Baz A., El-Ghar M.A., El-Diasty T., Gimel’Farb G., Ouseph R., Dwyer A.C. Models and 

methods for analyzing DCE-MRI: A review. Med. Phys. 2014;41:124301. doi: 10.1118/1.4898202. 

9. Alahmari F., Naim A., Alqahtani H. IoT-Enabled Convolutional Neural Networks: Techniques and Applications. River 

Publishers; Aalborg, Denmark: 2023. E-Learning Modeling Technique and Convolution Neural Networks in Online 

Education; pp. 261–295. 

10. Krichen M. Convolutional Neural Networks: A Survey. Computers. 2023;12:151. doi: 10.3390/computers12080151. 

11. Sharma A., Kulshrestha S., Daniel S. Machine learning approaches for breast cancer diagnosis and prognosis; 

Proceedings of the 2017 International Conference on Soft Computing and Its Engineering Applications (icSoftComp); 

Changa, India. 1–2 December 2017. 

12. Pang T., Wong J.H.D., Ng W.L., Chan C.S. Deep learning radiomics in breast cancer with different modalities: 

Overview and future. Expert Syst. Appl. 2020;158:113501. doi: 10.1016/j.eswa.2020.113501. 

13. Zhou X., Li C., Rahaman M.M., Yao Y., Ai S., Sun C., Wang Q., Zhang Y., Li M., Li X., et al. A comprehensive review 

for breast histopathology image analysis using classical and deep neural networks. IEEE Access. 2020;8:90931–90956. 

doi: 10.1109/ACCESS.2020.2993788. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   8.379 

 

 

 

 

 

 

     


