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ABSTRACT:  

This project aims to leverage machine learning algorithms, specifically Random Forest and Long Short -Term 

Memory (LSTM) networks, to predict stock market trends, particularly focusing on the Nifty 50 index.  

Data Acquisition and Preprocessing: 

Real-time stock data is extracted from Yahoo Finance using the yfinance library  

The data is preprocessed to ensure data quality and suitability for model training.  

Model Development: 

Random Forest: A supervised learning algorithm that creates multiple decision trees and combines their predictions.  

LSTM: A type of recurrent neural network well-suited for time series data, capable of capturing long-term 

dependencies. 

Model Training and Evaluation: 

The models are trained on historical stock data to learn patterns and trends.  

The performance of the models is evaluated using metrics like accuracy and mean squared error.  

As of now , We have more then 50% accuracy in our random forest model and we are yet to test out with Long 

short term memory model . 

I hope you do like our project since it took great effort for us to learn these model in depth and to learn , search 

machine learning libraries. 

On "date- 5th-11-24" the predicted price was accurate and last 5 days before the given date , with the accuracy of 

50% meaning 50% times the model was correct about the prediction, later on this project after comparing lstm we 

will develop a model with much greater accuracy. 

Trading has just started in india and there are much more updates going to come due to  ease of technology.  

Traders now a days use more technical tools then there were ever .  

Our project is not a technical tools rather a solution to user , an ai solution to the given query of predictions.  

Future Work: 

Developing a user-friendly interface for real-time predictions and visualizations. 

This project has the potential to provide valuable insights to investors and traders, empowering them to make 

informed decisions in the dynamic stock market. 
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I. INTRODUCTION 

The stock market, a complex and dynamic system, has long fascinated investors and researchers alike. Accurate 

prediction of stock prices could potentially yield significant financial returns. However, the inherent volatility and 

unpredictability of the market pose significant challenges to traditional forecasting methods.  

In recent years, machine learning has emerged as a powerful tool for analyzing complex data and making accurate 

predictions. By leveraging advanced algorithms, researchers have explored the potential of machine learning to 

forecast stock prices with greater precision. This research paper investigates the effectiveness of two prominent 

machine learning techniques: Random Forest and Long Short-Term Memory (LSTM) networks, in predicting stock 

price movements, specifically focusing on the Nifty 50 index. 

Data Acquisition and Preprocessing 

To train and evaluate our models, we acquired real-time stock data from Yahoo Finance using the yfinance library. 

The collected data includes various features such as opening price, closing price, highest price, lowest price, and 

trading volume. Before feeding the data to the models, we performed necessary preprocessing steps, including:  

Data Cleaning:  outliers to ensure data quality and Handling missing values .      

Feature Engineering: Creating additional features like moving averages and technical indicators to enhance 

model performance.            

Data Normalization: Scaling the features to a common range to improve model convergence.  

Model Development and Training 

1) Random Forest  Random Forest is an ensemble learning method that combines multiple decision trees to 

make accurate predictions. Each decision tree is trained on a random subset of the 1 data and features, reducing 

overfitting and improving generalization  

 

2) Long Short-Term Memory (LSTM) Networks LSTM networks are a type of recurrent neural network 

specifically designed to capture long-term dependencies in sequential data. They are well-suited for time series 

analysis, such as stock price prediction, as they can learn from past patterns and trends.  

We trained both models on historical stock data, using a portion of the data for training and the remaining portion 

for validation and testing. The models were evaluated using metrics like accuracy and mean squared error to assess 

their predictive performance. 

II.LITERATURE SURVEY 

 

The prediction of stock prices has become a prominent and captivating area of research within both financial and 

academic fields to understand the dynamics of economies. There has yet to be a comprehensive set of guidelines 

for estimating and forecasting stock values in the stock market. Numerous advanced technologies, including 

technical, fundamental, time series, statistical, and series analysis, exist to assist in the prediction process; however, 

none have been validated as trustworthy and precise tools for society in estimating stock market or share market 

trends. In this paper, we endeavor to introduce innovative work utilizing a machine-learning approach to forecast 

or analyze the behavioral patterns of the stock market's Sensex. We have effectively implemented Machine 

Learning models such as Linear Regression, Support Vector Regression, Decision Tree, Random Forest Regressor, 

and Extra Tree Regressor to predict stock prices and elucidate the interactions between buyers and sellers in the 

exchanges. Our stock price predictions are based on the closing values and stock prices. We conduct a comparative 

analysis of each model's accuracy by employing a highly accurate algorithm, ultimately identifying the most 

effective algorithm for stock price prediction. Given that the share market is an inherently uncertain domain, 
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accurately predicting its conditions remains a challenge; nonetheless, this task can be approached systematically 

and technically through our research, with the primary objective of this paper being the application of Machine 

Learning algorithms to forecast stock prices. 

III.METHODOLOGY 

 

The random forest refers to an estimator that analyzes data about data. It constructs multiple decision trees using 

various subsets of the provided dataset. It effectively manages the issue of overfitting. It enhances the accuracy of 

predictions. Algorithm: Step 1: Select N random records from the dataset. Step 2: Create a decision tree based on 

the N records. Step 3a: From your algorithm, determine the number of trees and repeat steps 1 and 2. Step 3b: In 

the case of a regression problem, each tree in the forest generates a prediction for Y (output) for a new record.  

  

IV.DESIGN AND DEVELOPMENT 

 
BLOCK DIAGRAM: Random Forest 

 

 

1.Data Collection 

Description: Gather stock market data, including historical prices and other indicators, from reliable sources such as 

Yahoo Finance or other financial APIs. 

Purpose: To provide a comprehensive dataset of past stock performance, which the model will analyze to predict 

future trends. 

2. Using Pandas Library to Display Data 

Description: Use the Pandas library to load and view the collected data in a structured, tabular format. 

Purpose: Allows for an initial inspection of the dataset, making it easier to identify any immediate issues or 

inconsistencies in the data. 

3. Data Preprocessing / Cleaning 

Description: Prepare the data by cleaning it—removing unnecessary columns and adding extra coulumns such as 

“Tomorrow column ” and  “ Target column ”handling missing values, normalizing, and scaling it for consistency. 

Purpose: Ensures high data quality, which is essential for accurate model predictions, and makes the data suitable for 

training. 

4. Using Matplotlib Library to Plot Data 

Description: Visualize the data to detect patterns and trends over time using line charts, or other visual aids. 

Purpose: Helps understand the data better, providing insights that can guide the modeling process. 
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5. Installing and Importing Sklearn 

Description: Sklearn is a machine learning library that provides tools for building, training, and evaluating models. 

Such as it provides us with Random forest Classifier . 

Purpose: Supplies the essential algorithms and utilities needed to develop the project 

6. Training Data (80%) and Testing Data (20%) 

Description: Split the dataset into training (80%) and testing (20%) portions. 

Purpose: Allows the model to learn from one subset and be evaluated on another, ensuring it generalizes well to new 

data.  

7. Trained Model 

Description: The result of applying the Random Forest algorithm to the training data, where the model learns patterns 

in historical stock data. 

Purpose: To develop a model that can make accurate predictions based on the trends it has learned. 

8. Random Forest 

Description: Random Forest is an ensemble method that creates multiple decision trees and combines their outputs to 

improve prediction accuracy. 

Purpose: Its strength in handling complex data makes it suitable for analyzing volatile stock market patterns. 

9. Evaluation / Precision Score 

Description: Assess the model's accuracy using metrics like mean absolute error, root mean squared error, and R² score. 

Purpose: Evaluation ensures the model’s predictions are reliable and informs any adjustments needed for better 

performance. 

10. Predicted Output 

Description: The model’s final prediction, indicating the expected stock price or trend for a future time frame. 

Purpose: Provides actionable insights for traders or investors, guiding their buying or selling decisions based on 

forecasted prices. 

IV. EXPERIMENTAL RESULTS 

 

F As mentioned before Real-time stock data is extracted from Yahoo Finance using the yfinance library nifty here is 

variable that holds our ticker class value of yfinance library . 

 

 
  

  

 USING PANDAS: 

Using pandas library we are displaying the nifty table as nifty  

import pandas as pd    

nifty = nifty.history(period="max") 

nifty 
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output: 

 
  

  

Next step is Data cleaning and using proper data set: 

  

New coulumns such as tomorrow is created  which is yesterdays closing price and another column called target is 

created which is 1 if tomorrows price > yesterdays closing price  
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 USING MATPLOTLIB: 

We plot the nifty graph  where X AXIS  label = index that is the date column and Y axis is a  closing price : 

Output: 

  

 
  

 USING RANDOM FOREST CLASSIFIER TO TRAIN AND TEST DATASET: 

   

SKLEARN is the library that holds randomforest classifier hence you must install it first  

Here we train the data using train and test variables which are values except last 100 rows to train on old data first For 

Training the model on historical data  then the test data set is trained from last 100 rows  

 

Final output : 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The TARGET[0] specifies a down trend and TARGET[1]  specifies up trend for the next day.  
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Precision score of the model : 

  

 
  

 
Variations of target price which is what actually happened as per the given formula on training that is closing price 

was greater than opening price and zero line or orange line shows what actually our model predicted . 

V. CONCLUSION 

 

Machine learning algorithms present a promising approach to stock price prediction by leveraging their ability to 

analyze vast amounts of historical data and identify intricate patterns that may elude traditional methods. These insights 

offer investors a data-driven foundation for making informed decisions in a highly dynamic market environment. 

However, to unlock the full potential of these models, challenges such as data quality, feature selection, and model 

complexity must be carefully managed. High-quality data is essential, as even small inconsistencies can significantly 

impact prediction accuracy. Additionally, as models grow more complex to capture market nuances, they may become 

harder to interpret and require greater computational resources. 
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Follow this project on github @ -https://github.com/pawannshinde/stock-market-prediction 
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