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ABSTRACT: Solutions based on mobile cloud computing and edge computing offer ways to delegate work to mobile 

devices with low resources. While edge computing offers closer proximity-based solutions, mobile cloud computing 

offers cloud solutions that are located farther away. Due of distance and reliance on the Internet, remote cloud solutions 

face issues with network latency and restricted capacity. However, because the edge node is accessible within the same 

network, edge-based solutions address these issues. In light of future information and communication technology 

infrastructure, the adoption of Internet of Things-based solutions is growing, which leads to the enormous expansion of 

digital equipment and an increase in the load on edge devices. To prevent resource congestion, a load balancing system 

at the edge level is therefore necessary. The user's preferences about edge resources, like PCs or mobile devices, must 

be taken into account for load balancing at the edge. To prevent overprovisioning vital resources, a user must specify 

which resources can be saved for other devices. In order to handle load balancing issues in edge computing while 

taking user preferences into account, we introduce Load Balancing for Resource Optimization (LBRO), a collaborative 

cloudlet platform. A comparison between the suggested method and the traditional edge-based method reveals that the 

suggested method offers noticeably better CPU, memory, and disk utilization outcomes. 

 

KEYWORDS: Mobile cloud computing, mobile edge computing, cloudlet computing, Internet of things, cloud 

federation. 

 

I. INTRODUCTION 

 
Mobile devices have restricted resources, such as a central processing unit (CPU), memory, energy, and network 

capabilities. With the growth of resource demanding applications, these limitations become more pronounced, 

intensifying the resource constraint issue on mobile devices. Cloud computing provides a resource-abundant 

environment for these devices, enabling resource sharing and load balancing. Virtualization allows the resources of a 

physical machine to be shared effectively. Cloud computing offers several service-oriented architectures, including 

Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). This paper focuses 

on the IaaS model, where a task is packaged as a virtual machine (VM) and deployed on a physical server (cloudlet). 

The mobile cloud computing (MCC) model is used to offload compute-intensive tasks from mobile devices to the cloud, 

alleviating resource limitations. In the MCC model, mobile devices communicate directly with remote servers over 

wireless Internet. 

 

 However, challenges such as latency, limited bandwidth, and the need for consistent connectivity limit the 

effectiveness of this approach. Edge-based solutions, such as mobile edge computing (MEC), fog computing, and 

cloudlet computing, offer proximity-based alternatives that help overcome these limitations. Among these, cloudlet-

based solutions are more versatile, providing extensive computational resources, diverse features, and higher bandwidth 

without relying on specialized equipment, unlike MEC and fog computing. A cloudlet acts as a mini-cloud with 

substantial computing power and a stable Internet connection within the local area network (LAN) to serve nearby 

devices. Cloudlet-based solutions are seen as particularly effective for Internet of Things (IoT) applications and smart 

cities due to their quicker response times compared to mobile cloud computing (MCC). However, as more devices 

connect to cloudlets, the workload often surpasses their capacity. In such cases, cloudlets forward the excess requests to 
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a remote cloud to handle the load, effectively reverting to a traditional MCC model and diminishing the benefits of 

edge computing 

 

II. LITERATURE SURVEY 

 

This section offers information about innovative edge computing methods. The relevant literature is examined from the 

standpoint of resource optimization and load balancing in an edge federated context. 

 

 A queuing network approach has been introduced using a multi-edge and user-based model, which efficiently manages 

user-to-edge device mapping and edge device placement. This approach targets mobile users who are constantly 

moving and focuses on a Metropolitan Area Network (MAN). The scheme incorporates load balancing by assigning 

virtual machines (VMs) to edge devices with sufficient resources. Its primary focus is on minimizing total migration 

time rather than download time, achieved by adapting to Wide Area Network (WAN) bandwidth and the load on edge 

devices. The VM state on the target edge device is compared with the source to calculate and synchronize any 

differences before shutting down the source VM. Delta encoding is applied to calculate these differences, which are 

then de-duplicated and compressed prior to transfer. To reduce latency, the user VM is positioned closer to the source 

edge device. An SDN-based solution, called Mobi Scud, establishes a mini cloud in the core of the Radio Access 

Network (RAN) to host users’ VMs. These VMs help users perform compute-intensive tasks and handle control 

messages from mobile devices. Mobi Scud monitors these VMs, ensuring they stay close to users as they move, 

optimizing the migration process with minimal service disruption. Additionally, since users often switch to Wi Fi 

indoors, RAN services need to adjust accordingly. An ad hoc scheme has been proposed that enables peer devices to 

share and borrow resources. 

 

 Devices in communication are designated as master and slave, where the slave device offers free resources, and the 

master device borrows them. This collaborative approach works well for smaller networks, assuming uninterrupted task 

offloading. Another ad hoc scheme utilizes short-range radio technology to create a peer-to-peer (P2P) network among 

mobile devices, where participants are divided into two roles: computational service providers with sufficient resources 

and clients who need resources. An opportunistic approach helps devices find suitable peers for lending services, 

making this scheme effective for smaller networks with brief service needs. Another scheme, DRAP, introduces 

middleware between mobile and edge devices. Devices with available resources form a group and act as edge devices, 

which other mobile devices can access. DRAP's operations include resource discovery, unused resource calculation, 

and management of device roles.  

 

It is highly adaptable, allowing devices to reconfigure dynamically as nodes join or leave. For reliability, some buddy 

nodes maintain logs to support service continuity in case of failures, and an incentive-based system encourages user 

participation. In another scheme, a combination of mobile devices, edge devices, and remote cloud is used for task 

offloading. Mobile devices in need of resources can connect with nearby edge devices or a remote cloud. Offloading to 

a nearby edge device reduces latency and avoids internet bandwidth usage. If offloading to the remote cloud is required, 

however, the model becomes a standard Mobile Cloud Computing (MCC) Model, with higher latency due to internet 

dependency. An edge-based scheme further utilizes predefined VM templates to meet user requirements on edge 

devices. It selects the best-matching template and applies infrastructure-level customizations, which are rolled back 

post-task to maintain infrastructure consistency. VMs isolate infrastructure changes from those at the guest OS level, 

although workload sharing and load balancing among tenant VMs are not discussed. A peer-to-peer (P2P) scheme is 

proposed to address the issue of selfish behavior among participating devices through a point-based incentive model. In 

this system, there are two types of devices involved in the collaboration. Devices can earn points by sharing their 

resources with others, while devices needing resources can spend points to obtain them. This approach also 

incorporates a social responsibility framework within a community group based on a pre-trust model, ensuring that only 

trusted devices participate in the collaboration. 
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III. METHODOLOGY 

 

This section contains the design of the proposed collaborative model and its architectural details. In addition, the 

proposed algorithms are discussed in detail. 

  

COLLABORATIVE MODEL  

The proposed federated cloudlet model, illustrated in Figure 1, addresses resource shortages at cloudlets and minimizes 

the need for forwarding requests to the remote cloud. Cloudlets within this model may have different owners, 

administrative domains, and affiliations with various Cloud Service Providers (CSPs). Each cloudlet owner sets 

resource preferences through a federation broker, locking only the preferred resources based on priority and allocated 

percentage. This approach ensures that the owner's tasks and services on the cloudlet node are not impacted by 

overprovisioning, offering reassurance regarding performance stability. 

 

 
 

LOAD-AWARERESOURCEALLOCATION  

Since all the applications are placed on a cloudlet shared resource based on time thus an increased wait time is observed 

for the new applications and ultimately the poor resource availability degrades the performance of the over-all system 

and all applications running on it. The resource limitation not only affects the performance but also forces the cloudlet 

to forward the requests to the remote cloud to manage the load. The current implementations of cloudlets are only 

focused on addressing the distance, limited bandwidth, and latency challenges considering only a standalone cloudlet or 

group of cloudlets at the same location shared via LAN. Our pro-posed approach offers a load-aware collaborative 

scenario in which cloudlets share the user-preferred load and resources with peer cloudlets, managed by a centralized 

broker in the federation that may extend to a MAN or WAN. 

 

 
 

CALCULATION OF RESOURCE UTILIZATION  

The problem of finalizing the optimal cloudlet is challenging due to dependency on multiple variables including 

resources such as CPU, memory, storage, and bandwidth. Weights are assigned to each resource by the owner of the 

edge device to segregate spare resources for sharing. For example, an owner ‘x’ wishes to spare 20% of the CPU, 30% 

of the memory, 10% of his disk storage, and 5% of the bandwidth to take part in the sharing process for some other user 
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‘y’ to acquire these resources for the execution of some task. The owner can simply assign weights 2, 3, 1, and 5, 

respectively to each available resource for sharing. 

 

IV. EXPERIMENTAL RESULTS 

 

CPU Utilization 

The LBRO system demonstrates more stable CPU utilization compared to conventional models. When subjected to 

peak load, the LBRO model, with its load balancing mechanism, maintains CPU utilization at optimal levels by 

distributing tasks across multiple cloudlets. This contrasts with the conventional approach, where a single cloudlet 

might experience spikes and drops in CPU load, leading to inefficiency. 

Reference: "The results of the proposed model show a stable CPU utilization as compared to the conventional model..."  

 

Memory Utilization 

LBRO’s collaborative load balancing minimizes memory bottlenecks. As observed, memory usage in LBRO models 

stabilizes, preventing the system from reaching critical memory states. This contrasts with conventional models that 

may experience complete memory usage, leading to potential performance degradation. 

Reference: "The results clearly show an elevated level of memory utilization by the conventional model completely 

utilizing the memory causing performance degradation" 

  

Disk Storage Utilization 

LBRO’s distributed task approach reduces disk utilization pressures by balancing data storage requirements. Unlike 

traditional models where disk operations peak and affect performance, LBRO limits disk activity by reducing the 

number of read/write operations. 

Reference: "The results clearly show an elevated level of disk utilization by the conventional model..."  

 

Network Latency 

LBRO’s optimal resource allocation minimizes network latency by selecting cloudlets with available resources close to 

the task origin. This leads to faster response times compared to the conventional setup, where tasks are forwarded to 

remote clouds if resources are unavailable locally. 

Reference: "The broker...dispatches the request to the optimal cloudlet having adequate resources with minimum 

latency" 

  

 
 

Summary 

The LBRO approach provides substantial improvements over traditional models in terms of resource utilization and 

system stability. By using collaborative load balancing, LBRO ensures each cloudlet operates within optimal 

parameters, enhancing both performance and scalability in edge computing environments. 
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V. CONCLUSION 

 

The LBRO model for load balancing and resource optimization in edge computing successfully addresses key 

limitations of conventional cloudlet and mobile cloud computing models. By implementing a collaborative cloudlet 

approach that considers user-defined resource preferences, LBRO significantly reduces CPU, memory, and disk 

utilization spikes, leading to more stable and efficient system performance. The approach minimizes latency by keeping 

tasks closer to users, as the broker selects optimal cloudlets with available resources and low response times. This 

strategy not only improves resource utilization but also enhances scalability by leveraging a federated network of 

cloudlets across metropolitan and wide area networks. 

 

Compared to traditional cloudlet models, LBRO prevents resource overload by managing requests based on real-time 

resource availability and migrating tasks to underutilized cloudlets as needed. This flexibility allows the model to avoid 

forwarding requests to remote clouds, which typically introduces higher latency and bandwidth issues, effectively 

preserving the benefits of edge computing. 

 

In future work, developing a commercial-grade platform for LBRO could further optimize edge resource allocation and 

extend capabilities to include dynamic weight allocation for resources based on machine learning models, ultimately 

enabling even more adaptive and efficient resource sharing. 
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