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ABSTRACT: Diabetes Mellitus (sugar in blood) , is a disease that courses because of high blood sugar (Glucose in 

blood) levels over a long period, it requires early diagnosis to reduce its severity significantly. Nowadays, the  Machine 

Learning (ML) community has introduced diabetes prediction and much research has been done for decades for its 

prediction. Keeping in view the severity of these diseases, the given paper introduces a model, named Diabetes Expert 

System using Machine Learning Analytics (DESMLA), exploring the diabetes data to predict the disease more 

effectively. The diabetes dataset is imbalanced. Therefore, the  DESMLA model used the 5 most prominent, 

oversampling techniques namely SMOTE, Borderline SMOTE, ADASYN, KMeans SMOTE, and  Gaussian SMOTE to 

get rid of this class imbalance problem of the diabetes dataset. DESMLA model used a Decision Tree (DT) and 

Random Forest (RF) as classified along with all the data preprocessing steps for diabetes prediction. The experimental 

results showed that the DESMLA model with KMeans SMOTE and Gaussian SMOTE performed better. 
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I. INTRODUCTION 

 

Among the head 5 countries globally, India is second with 69.20 million people with diabetes and another 36.50 million 

borderline diabetes [1], perilous diabetes, and circulatory system disease. Diabetes mellitus [2] also known as diabetes,  

is an all-over disease and has no stable treatment. The pancreas [3] produces insulin which has a significant role in 

regulating the blood sugar plane. There are three significant diabetes mellitus: Type 1[4], Type 2 [5], and gestational 

diabetes [6] [7]. Diabetes Mellitus signs differ upon how much the glucose is exalted. Type 1 diabetes occurs due to a 

lack of insulin. Symptoms of Type 1 diabetes are mostly severe, which include increased thirst, frequent urination, 

starvation, and weight loss. A person suffering from Type 1 diabetes is required to inject insulin one day. Insulin 

resistance causes Type 2 diabetes and is occasionally combined with an absolute shortage of insulin. Following a 

healthy lifestyle such as a nutritious diet, and proper exercise, could help to prevent diabetes mellitus. Without a prior 

diagnosis of diabetes, when pregnant a high sugar blood level then it leads to Type 2 diabetes mellitus. 

 

People could make a preceding decision about diabetes mellitus by Machine Learning(ML) with the use of their 

everyday physical examination data. The challenges faced by the ML method were how to determine the valuable 

features and the accurate classifier to get highly correct conclusions. Freshly, for diabetes guesses, various ML 

algorithms have been used, like RF [12-13], DT [8-11], Support Vector Machine (SVM), Naïve Bayes(NB), etc. DT is 

one of the trendy  ML methods because of its strongest match and appearance. However, RF has a greater classification 

power compared to DT as it generated a large number of DTs for indicator minimizing the overfitting issue. 

Henceforth,   the model, Diabetes Expert System using Machine Learning Analytics (DESMLA) is planned to explore 

diabetes data to predict diabetes more effectively. With the high demand for the use of ML techniques in the medical 

field, an enormous amount of data is collected. The characteristics of the data play a vital part in the performance of ML 

techniques. Hence the characteristics of the data need to be examined before using any ML techniques. Thus, in the 

proposed DESMLA, Machine Learning Analytics (MLA) is used to detect diabetes using DT and RF more adeptly. In 

the proposed DESMLA model, the five most prominent oversampling techniques namely SMOTE [14], Borderline 

SMOTE [15], ADASYN [16], KMeans SMOTE [17], 
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Gaussian SMOTE [18] is used to get rid of the class imbalance problem of the diabetes dataset after which attribute 

selection is applied using Pearson’s Correlation Coefficient (PCC) and then by using DT and RF diabetes is forecasted. 

Finally from the inspection, it could be concluded that DESMLA with KMeans SMOTE and Gaussian SMOTE worked 

better than others. 

 

Diabetes is characterized by elevated blood glucose levels, resulting from either insufficient insulin production (Type 1 

diabetes), impaired insulin utilization (Type 2 diabetes), or a combination of both. Early diagnosis is crucial because 

untreated or poorly managed diabetes can lead to a cascade of health issues, significantly reducing the quality of life for 

affected individuals. 

 

Machine learning has been a game-changer in healthcare due to its ability to analyze vast and complex datasets, extract 

meaningful patterns, and make accurate predictions. In the context of diabetes detection, ML algorithms can process 

diverse sources of data, including medical records, laboratory results, genetics, lifestyle factors, and wearable device 

data, to identify individuals at risk or those already affected by the disease. 

 

This manuscript was distributed into five sections. In section 2 a survey on prediction of diabetes is performed. The 

Machine Learning methodologies namely DT and RF were illustrated in section 3 followed by section 4 which 

discussed the results, and finally, section 5 concluded. 

 

II. LITERATURE SURVEY 

 

Several researchers used ML methods to predict diabetes.Some of them were mentioned in this section.Alam et al. [19] 

applied ANN techniques and recorded a correctness of 76.82%. Canadian Primary Care Sentinel Surveillance 

Network and classifier Bootstrap aggregating, Adaptive Boosting, and DT were used by Perveen et al. [20] and they 

found that Adaboost could predict diseases and gave better correctness. Sisodia et al. [21] showed the comparison of 

SVM, NB, and DT using  PIDD and finally concluded that NB was the better classified with 76.86% correctness. After 

reducing of's dimensionality of PIDD, Sivaranjani et al. [22]  used SVM and RF to detect diabetes. Tigga et al. [23]  

used logistic regression on PIDD and,  found the count of pregnancies, level of glucose, and BMI as extremely 

important. In Diwani et al. [24] Naive Bayes and DT are trained by using 10-fold cross-validations. Experimentation 

showed that NB gave a better performance of 76.30% accuracy. Zou et al. [25] did experimentation on PIDD using RF, 

DT, and ANN as classifiers and Minimum Redundancy Maximum Relevance (mRMR) and PCA methods as feature 

reduction procedures. From the experimentation, it is observed that RF with the mRMR feature reduction method is 

giving the best performance with 77.21% correctness.Kandhasamy et al. [26] compared J48, SVM, RF, and K- Nearest 

Neighbors (KNN). Inspections were done in two procedures, one by preprocessing and the other without preprocessing 

using a 5-foldcross-validation. Yuvaraj et al. 

 

[27] Used RF, DT, and the Naïve Bayes for predicting diabetes. After using this  Information Gain method, the 

relevant features, they used the classifier for prediction and found that the RF is giving the highest correctness. Boruah 

et al. 

[28]  

[29] Were proposed a way to find risk factors of Parkinson’s disease by using DT. The rules generated from DT were 

processed to find the important factor, which was/were the main cause of the disorder. An enhanced model was 

forwarded by the new Tafa et al. [29] for predicting diabetes using SVM and NB for the data set acquired from three 

distinct locations in Kosovo which consisted of 402 patients out of which a total of 80 was diagnosed with diabetes of 

Type 2 form. The dataset is comprised of eight attributes. The proposed approach has enhanced to 97.6% which was 

much better than SVM and Naïve Bayes. Khanam et al. [30] used 7 ML algorithms on PIDD to detect diabetes and 

concluded that Logistic Regression and SVM worked better in prediction. Boruah et al. [31] put forward a 

methodology to predict Parkinson's disease. In the proposed approach, the dataset was firstly treated for class 

imbalance problems using Borderline SMOTE, Safe-Level SMOTE, and SMOTE, and then by using DT Parkinson's 

disease was caught. From the inspection, Borderline SMOTE with DT was given the best accuracy and thus it is further 

processing to find the risk factor of Parkinson’s disease. 

 

 

https://www.sciencedirect.com/science/article/pii/S2405959521000205#!
https://www.sciencedirect.com/topics/computer-science/logistic-regression
https://www.sciencedirect.com/topics/computer-science/logistic-regression
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III.THE PROPOSED METHOD DESMLA 

 

The proposed model Diabetes Expert System used Machine Learning Analytics (DESMLA) consisting of data 

preprocessing and classification as 2 of its steps. In data preprocessing, the dataset was first preprocessed then the 

model was trained using the DT and RF. The workflow associated with the proposed . 

 

DESMLA is shown in the figure 1. 

 

   
 

Fig.1]Workflow diagram of DESMLA 

 

A. Data Preprocessing 

In this step, the data was analyzed and it was preprocessed to balance the dataset and to select the feature set. This step 

is subdivided into 2 sub-steps: class balancing and feature selection. 

 

1. Treating Class Imbalance Problem 

If one of the classes was extremely high compared to the other classes present in the dependent variable then it was 

termed as the class imbalance problem in Machine Learning(ML). Which means there was a bias towards the majority 

class present in the dependent variable. Fraud detection, medical diagnosis, and e-mail classification were areas where 

such data could be found. Hence, to have a proper prediction of diabetes, class imbalance must be rectified. There was 

an assumption of even data distribution within classes in ML algorithms. The extensive issue in the class imbalance 

problem was that the algorithm would not learn the patterns in the minority class as it did not have enough data leading 

to high misclassification errors for the minority class. 

 

To rectify the class imbalance problem, the proposed DESMLA used SMOTE techniques namely, borderline SMOTE, 

ADASYN SMOTE, Means SMOTE, and Gaussian SMOTE: 

1) SMOTE: SMOTE stands for Synthetic Minority Oversampling Technique. The synthetic points were created for 

data augmentation depending on the original data points. The main advantage of using SMOTE was in the creation 

of different simulated data points than the original points of data. 

2) Borderline SMOTE: Borderline-SMOTE generated simulated data between the two classes along the decision 

boundary. 

3) ADASYN SMOTE: ADASYN stands for adaptive synthetic oversampling which was another variation from 

SMOTE. ADASYN creates synthetic data according to the data density. 

4) KMeans SMOTE: It was an effective and straightforward oversampling method based on k-means clustering and 

SMOTE that evades noise generation and mitigates imbalanced data in classes. 

5) Gaussian SMOTE: Gaussian oversampling was based on the Gaussian distribution. The newly generated minority 
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samples were simulated based on the area under the Gaussian density function. 

 

2. Feature Selection 

In statistics, PCC  is the bivariate correlation. A threshold of 

0.08 was used for PCC and thus the attributes with PCC that were less than the threshold were removed from the 

dataset. 

 

B. Classification 

The proposed model DESMLA used  2 classifiers namely DT and RF. 

1. Decision Tree: DT was a Machine Learning(ML) algorithm with a tree-like structure. The internal nodes were 

represented by the features while the outcome was by the leaf nodes. Thus the branches of the tree represent the 

decision rules. 

2. Random Forest: RF was a collective learning and decision-making algorithm that ensemble multiple DTs from a 

randomly selected subset of the training set and for prediction it depended on the votes from different DTs. 

 

IV. RESULT AND ANALYSIS 

 

The inspection was done in the PYTHON PLATFORM 3.0 version on the Windows 10 domain. The proposed model 

DESMLA was used with the Pima-Indians Diabetes Dataset (PIDD), available in the UCI ML repository. A total of 

768  patients' information along with their corresponding nine unique attributes were there in the dataset out of which 

500 were negative and 268 were positive. After applying, SMOTE, Borderline SMOTE, K-Means SMOTE, ADASYN, 

and Gaussian SMOTE to the original data set the synthetic instances created were as shown in Table I. 

 

TABLE I.NUMBER OF SYNTHETIC INSTANCES CREATED BY SMOTE, BORDERLINE SMOTE, ADASYN, KMEANS, AND 

GAUSSIAN SMOTE 

 

 

 

Fig.2. show the imbalanced data in the original dataset. Fig.3. shows the balanced data after the treatment of 

imbalanced data. 
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In the next sub-step of the data preprocessing step, the correlation of the features was extracted using the PCC. Table. I 

showed the Pearson's correlation coefficient between input and output attributes. Depending upon the coefficient, the 

attributes with a coefficient lower than the threshold are removed from the dataset. Hence, skin thickness, and blood 

pressure, are removed from the dataset and the remaining 6 attributes are used for prediction. 

 

TABLE II.INPUT - OUTPUT ATTRIBUTE CORRELATION 

 

ATTRIBUTES CORRELATION 

COEFFICIENTS 

Glucose level .4666 

BMI .2926 

Insulin .1305 

Pregnancies .2218 

Age .2383 

Skin thickness .0747 

Blood pressure .0650 

Diabetes pedigree function .1738 

 

 

 

Fig. 2. Class Imbalance Problem in the Original Pima Indians Diabetes Dataset 

 

 

Fig.3. After Applying SMOTE, Borderline SMOTE, ADASYN, KMeans,  and Gaussian SMOTE Techniques 

 

The proposed model DESMLA was evaluated using accuracy, recall, precision, and F1 score. Table III shows 
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Correctness evaluation of the proposed model DESMLA used  DT and RF and by using the oversampling techniques 

SMOTE, Borderline SMOTE, ADASYN, KMeans, and Gaussian smote with the original data using RF and DT 

classifiers. 

 

TABLE III.ACCURACY COMPARISONS 

 

METHODS DT RF 

With original dataset 70.12 77.27 

DESMLA with SMOTE 65.58 78.2 

DESMLA with Borderline 

SMOTE 

69.48 79.87 

DESMLA with ADASYN 67.53 79.22 

DESMLA with KMEANS 

SMOTE 

72.72 81.07 

DESMLA with Gaussian SMOTE 75.97 80.52 

 

From Table. III, it was seen that DESMLA with RF gives a better projection than DESMLA with DT even for 

imbalanced data, it was because RF was more robust than a single DT. In addition to this treating the imbalance nature 

reduces the bias towards the majority class. Further, the proposed DESMLA using RF with KMeans Smote gives the 

highest accuracy of 81.07%. 

 

TABLE IV.PRECISION COMPARISONS 

 

METHODS DT RF 

With original dataset 77 81 

DESMLA with SMOTE 72 83 

DESMLA with Borderline SMOTE 78 88 

DESMLA with ADASYN 75 85 

DESMLA with KMEANS SMOTE 81 82 

DESMLA with Gaussian SMOTE 85 86 

 

TABLE V.RECALL COMPARISONS 

 

METHODS DTII RF 

With original dataset 76 84 

DESMLA with SMOTE 77 83 

DESMLA with Borderline SMOTE 73 80 

DESMLA with ADASYN 74 80 

DESMLA with KMEANS SMOTE 74 90 

DESMLA with Gaussian SMOTE 76 79 

 

Moderately less number of false positives and false negatives gave accurate prediction which leads to better precision 

and recall. Table IV showed that DEMLA with Borderline SMOTE using RF gives a high precision of 88%. Also, table 

V, shows that t DEMLA with KMeans SMOTE and RF gives a high recall of 90%. 

 

The F1 score is considered a performance metric whenever there is a class imbalance problem in the dataset. The reason 
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behind it was, that model predicts correctly for a majority class (no diabetes in this case). That is why the F1 score is 

used as the evaluation metric. 

 

TABLE VI.F1 SCORE COMPARISONS 

 

METHODS DT RF 

With original dataset 76 84 

DESMLA with SMOTE 77 83 

DESMLA with Borderline 

SMOTE 

74 83 

DESMLA with ADASYN 75 84 

DESMLA with KMEANS 

SMOTE 

77 86 

DESMLA with Gaussian SMOTE 80 82 

 

From Table VI, is seen that DEMLA with KMeans SMOTE using RF also hasa better F1 score measure. 

 

V. CONCLUSION 

 

The proposed method DESMLA was to boost the accuracy of the model by using various sampling techniques to rectify 

the class imbalance problem of the dataset. DESMLA first treated the class imbalance problem by using SMOTE, 

Borderline SMOTE, ADASYN, KMeans, and Gaussian smote, and then by using DT and RF diabetes was predicted. 

The proposed procedure performs better for PIDD but has not considered other crucial factors related to gestational 

diabetes, like family history, metabolic syndrome, the habit of smoking, some dietary patterns, lazy routines, etc. 

Hence in the future, more advanced classifiers could be used to produce better results using more relevant and location-

oriented data. 
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