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ABSTRACT: The timely identification of rice leaf diseases is critical to the continued viability of rice as a staple meal 

on a worldwide scale. Therefore, the key to reducing the expense of chemical testing and manual visual identification is 

to effectively detect diseases after they have already manifested. The identification in the recent past the majority of 

leaf diseases in crops are treated manually with specialized equipment, which is laborious and ineffective. This work 

provides a cure by effectively identifying and categorizing rice leaf diseases through the use of Deep Learning (DL) 

and transfer learning techniques. Regardless of the degree of illness spread throughout the leaves, a comprehensive 

dataset consisting of 5932 self-generated photos of rice leaves was assembled in conjunction with the benchmark 

datasets. The images were classified into 9 classes. 
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I. INTRODUCTION 

 

According to the  Food and Agriculture Organization (FAO) (Asibi et al., 2019; Taw, 2022), rice is the primary food 

source for more than half of the world's population and damage to crops result in substantial losses to farmers 

worldwide. These losses can have serious economic, social, and environmental impacts, as they affect food security, 

poverty reduction efforts, and sustainable development. Further, International Rice Research Institute (IRRI) states that, 

rice diseases can deteriorate yields by up to 80%, leading to a decline in farm incomes, lower food availability, and 

higher prices for consumers (Shew et al., 2019). Which further results to the use of harmful pesticides and chemicals, 

which can have negative impacts on human health and the environ- ment (Jones, 2021). Therefore, effective 

management of rice leaf dis- eases is crucial for ensuring sustainable rice production and food security for millions of 

people around the world (Damalas and Koutroubas, 2016; Tudi et al., 2021) Spotting the severity of the disease in rice 

plants is often determined by the extent and spread of the infec- tion over the surface area of the leaves (Tudi et al., 

2021; Bock et al., 2022) and (Liu et al., 2008). A mild case of the disease is characterized by less than 10% damage to 

the leaf surface, while severe cases are de- fined by more than 10% damage. It is significant because it directly im- 

pacts the growth, development, and yield of rice crops (Shoaib et al., 2023) Moreover, spotting this rice disease 

manually seems tiring and does not provide early detection of diseases, which can lead to signifi- cant yield losses 

(Andrew et al., 2022). Accurate, real-time identification and categorization of crop diseases are made possible by using 

machine learning and deep learning techniques, improving agricultural produc- tivity and quality. It simultaneously 

helps the process become more ac- curate overall and reduces labour costs (Aggarwal et al., 2022). Recent advances in 

DL, particularly in the field of image processing, have shown great potential in the early identification and 

classification of security for millions of people around the world (Damalas and Koutroubas, 2016; Tudi et al., 2021) 

Spotting the severity of the disease in rice plants is often determined by the extent and spread of the infec- tion over the 

surface area of the leaves (Tudi et al., 2021; Bock et al., 2022) and (Liu et al., 2008). A mild case of the disease is 

characterized by less than 10% damage to the leaf surface, while severe cases are de- fined by more than 10% damage. 

It is significant because it directly im- pacts the growth, development, and yield of rice crops (Shoaib et al., 2023) 

Moreover, spotting this rice disease manually seems tiring and does not provide early detection of diseases, which can 

lead to signifi- cant yield losses (Andrew et al., 2022). Accurate, real-time identification and categorization of crop 

diseases are made possible by using machine learning and deep learning techniques, improving agricultural produc- 

tivity and quality. It simultaneously helps the process become more ac- curate overall and reduces labour costs 

(Aggarwal et al., 2022). Recent advances in DL, particularly in the field of image processing, have shown great 

potential in the early identification and classification of plant diseases. Convolutional Neural networks (CNN) have 

successful in identifying and classifying plant diseases based on images of plant leaves. The use of CNNs in the early 

identification and classifica- tion of rice leaf diseases can provide a reliable and quick way of detect- ing and 

diagnosing plant diseases, enabling timely interventions to minimize yield loss (Lu et al., 2017). Compared to 
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traditional ap- proaches, DL models offer several advantages, including high accuracy, speed, and the ability to process 

large amounts of data. This has signifi- cant implications for agriculture, as the early detection and manage- ment of 

plant diseases are crucial for maintaining crop yield and ensuring food security. Several studies support this fact that 

DL models outperform traditional methods in identifying and classifying plant dis- eases (Javidan et al., 2023; Kumar 

et al., 2023). These models can effec- tively detect plant diseases at an early stage, providing a quick and reliable way  

of  detecting  and  diagnosing  plant  diseases  [Andreas et al.2018]. In addition to this, the precision and resilience of 

the DL models can be further improved using pre-trained models and data aug- mentation approaches, thereby 

rendering them more trustworthy for use in practical applications. Therefore, (Wang et al., 2023) in his paper, explores 

the use of deep learning techniques, specifically CNNs, to detect and classify the severity of rice leaf diseases and 

evaluate the performance analysis of the transfer learning approaches. Furthermore, (Aggarwal et al., 2023a) in his 

work, he proposed InceptionResNet V2 for the classification of rice plant disease. He evaluated the following 

categories of rice leaf diseases namely bacterial leaf blight, blast, Brown spot using his proposed model and achieved 

an accuracy of 88% in classifying those diseases. In this article, we propose a novel ar- chitecture of VGG 16 

mitigating the limitations observed in prior works in plant disease detection and classification. In this proposed cus- 

tomized VGG 16 architecture, we introduce critical changes, including the strategic incorporation of supplementary 

dropout layers, dense layers, and the fine-tuning of filter counts in the convolutional layers. Through this meticulous 

customization, our proposed architecture demonstrates significantly improved generalization capability and heightened 

accuracy, effectively addressing common challenges such as overfitting and elevating the model's capacity to recognize 

intricate patterns and abstract features within the images. Consequently, our proposed approach presents a substantiated 

solution with the existing state -of-art models for advancing reliable and efficient plant disease detection in diverse 

agricultural settings. 

II. RELATED WORK 

 

Following literature survey is conducted with different technologies used for the system. The study shows the 

problems which could be faced by system and the solution is given for every problem. 

 

A 37% annual drop in rice yield is a consequence of rice plant dis- eases. Although there hasn't yet been a suitable 

application created that is capable of precisely diagnosing these rice plant diseases and controlling those diseases, it 

may occur primarily because of a lack of understanding in identifying and controlling rice plant diseases. How- ever, 

there have only been a few studies done on the diagnosis of ill- nesses affecting rice plants. This section provides an 

insight to the recent literature summary on the existing deep learning models  in rice disease identification and the 

state-of-art which exists in classifying the rice plants disease. (Bari et al., 2021) used Faster R-CNN algorithm to 

distinguish blast, brown spot and Hispa and  identified healthy leaves with 99.25% accuracy. The proposed models 

were evaluated using self-generated database and Kaggle with a total of 2400 im- ages. Caffe DL approach were used 

where feature maps of infected leaves are used for training purposes; An original Rice Leaf Disease Dataset (RLDD) 

was constructed from both an online database and their own dataset.(Bari et al., 2021; Pandian et al., 2022) developed a 

ResNet19 and employed evolutionary search technique for optimising its layers. Aug- mentation techniques such as 

scaling, cropping, flipping, padding rota- tion, etc. were used to create additional data from the existing images. The 

ResNet197 model detects various plant leaf diseases with the input image of size 224 × 224 × 3 pixels. This ResNet197 

model used six blocks of layers and it was trained on a combined dataset consisting of 154,500 images from 22 plants 

which included both healthy and dis- eased leaves. While training this model in a GPU environment for up to 1000 

epochs resulted in an average classification accuracy rate of 99.58% which is better than other existing architectures or 

transfer learning methods. 

 

(Roy and Bhaduri, 2021) designed a model to address early disease detection and optimized both speed and accuracy in 

detecting apple diseases under complex orchard scenarios. The mean average precision (mAP) achieved was 91.2% 

with an F1 score of 95.9%, at a rate of 56.9 FPS (frames per second). Compared to existing models, the proposed 

model for multi-class plant disease detection showed significant improvement in mAP by 9%, 0.05% and F1 Score by 

7.6%. (Saberi Anari, 2022) used Model Engineering (ME) learning to classify diseased leaves. The ME learning 

technique employed a combination of deep transfer learning, multiple support vector machine (SVM) models as shown 

in Fig.  4, and radial basis function to extract features from the images. The com- bination of multiple techniques 

helped to improve the recognition of leaf diseases, including k-NN, DT, NN, SVM-L, SVM-RBF, and ensemble 

models. All the techniques were used in combination to extract features from the data and classify the images. The deep 

transfer learning model used was a modified version of a deep CNN that was used to extract features from images of 

leaves on various fruits. In a study, (Deng et al., 2021) collected 33,026 images with six varieties of rice leaf diseases 
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and used to train and test five sub-models. The information about the methods used, the dataset used, the camera used 

to capture data, the number of observations, the learning rate, the number of iterations, and the performance of the 

model are also briefed. 

 
(Deng et al., 2021; Li et al., 2017) used a Faster-RCNN model to diagnose rice leaf diseases. The dataset used was from 

rice fields in Anhui, and Hunan Province in China and was captured using a mobile phone camera and a Sony DSC-

QX10 camera. The number of observations, the learning rate and the number of iterations was 5320, 0.002, and 50,000 

respectively. (Prajapati et al., 2017) used a SVM model to diagnose rice leaf diseases. The dataset used was from a 

farm field and was captured using a NIKON D90 digital SLR camera. The number of observations was 120, the 

learning rate and the number of iterations were not reported. The performance of the model was 93.33%, 73.33%, 

83.80% and 88.57% during training, testing, 5-fold cross-validation, and 10-fold cross-validation respectively. 

(Rahman et al., 2020) used a simple CNN model to diagnose rice leaf diseases. Recently to bring precise classification 

of the rice plant disease. (Velusamy et al., 2023) proposed a hand- crafted feature engineering in database by 

performing segmentation, augmentation, and pre-processing. Followed by the hand-crafted featuring techniques   the   

classification   accuracy   improved   with   an improvement of 3.1% producing an accuracy of 90.63%. Another 

approach presented by (Aggarwal et al., 2023a, 2023b, 2023c) CNN's watershed and graph cut segmentation algorithm 

and improved the classification of rice leaf blight, rice blast and spot with 94% of classification accuracy but lacked 

scope in terms of severity-based classification. However, made a significant mark in terms of accuracy. In our study we 

try to overcome this problem of severity-based classification while actively sustaining the robustness of the DL model 

by relying on Transfer Learning (TF) and Deep-Feature Extraction methodology ensuring accuracy and reliability so 

that the proposed work can be adopted and implemented in any similar agricultural scenario with ease. The authors of 

(Aggarwal et al., 2023b) focused exclusively on classifying different types of leaf diseases, without considering 

severity-based classification. While their work achieved notable accuracy, it lacked the dimension of assessing disease 

severity. In our research, we aim to address this limitation by incorporating severity-based classification.  

III. PROPOSED METHODOLOGY 

 

A. System Architecture: 

 

 
Fig 1 : System Architecture 
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Fig 2 : Sample Dataset 

 

B. Proposed Approach: 

 

Fig 2 : Proposed Approach 

 

C. Working:  

The productivity and quality of the crop will be adversely affected by any illness that affects the rice crop. With 

the goal to take measures that can minimize rice yield loss, improve rice quality, and increase farmer income, it is 

important to accurately diagnose rice leaves disease at an early stage. Presently, farmers must diagnose and 

categorize diseases by hand, which takes lengthier. To get around this, automated tech- niques can be used to 

spot plant leaf disease early on. Data accessibility therefore becomes a crucial component of Convolutional 

Neural Net- works (CNN) training since they are capable of detecting rice plant ill- ness on their own. Because 

CNNs are accurate at classifying and identifying images, many researchers have employed them to identify plant 

diseases. Therefore, a detailed workflow of our proposed model is depicted in Fig. 1 wherein the evaluation is 

conducted with our own self-generated database. 

 

These pre-trained CNN's makes use of the spatial correlations be- tween pixels in the picture, enabling them 

to learn helpful features for image classification through convolutional layers and pooling layers and we will be 

performing training and validation tests with the pre- trained CNN's and proposed custom VGG 16 model. 

 

1.1. Data gathering 

For our evaluation we have used the dataset proposed by (Sethy et al., 2020), in their work on SVM-based 

deep feature-based disease diagnosis for rice leaf. The collected rice leaf dataset initially contained 5932 images 

of 4 types of diseases such as Tungro with a collection of 1308 images, Blast with 1440 sample images, 

Bacterial Blight with 1584 images, and Brown spot with1600 images. This dataset is made available in the 

Mendeley archive data. Apart from this, 900 images of healthy leaves images were collected from the Kaggle 

website and UCI Machine Learning Repository so that the proposed model possibly dis- tinguishes the healthy 

rice leaf plants from the different categories of rice plant diseases. Fig. 2 depicts the sample images of the 

dataset with different categories of rice leaves. 
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1.2. Data pre-processing and cleaning 

The collected dataset contained several  noisy  images,  Blurred and unwanted. They had to be cleaned so 

that they do not hinder the performance of the model. By cleaning these images, we were able to improve 

our classification. The process of data cleaning includes, 

 Noise and Blur Removal: Identifying the noisy and blurred images within the dataset. 

 Duplicate Removal: Identifying and removing any duplicate entries or images within the dataset to 

prevent bias or redundancy. 

 Data Augmentation: Generating additional data samples through techniques like rotation, cropping, or 

adding noise to improve the dataset's diversity. 

 Label Validation: Checking the accuracy and consistency of the labels assigned to each data point. Ensure 

that labels are correct and correspond to the data accurately. 

 Balancing Classes: In classification tasks, ensuring that each class or category has enough samples to 

prevent class imbalance issues. 

 Data Splitting: Dividing the dataset into training, validation, and test sets to assess model performance 

accurately and avoid data leakage. 

Therefore, the process of data cleaning holds a pivotal role within the data preparation pipeline because the 

dataset's quality has a direct im- pact on the effectiveness and dependability of machine learning models trained 

on it. A meticulously cleaned dataset is inclined to produce pre- cise and significant outcomes in various data-

driven analyses, ranging from the classification of rice leaf diseases to other analytical tasks. 

  
Fig. 3. Sample images after data augmentation. 

IV. SIMULATION RESULTS 

 

 
Fig. 4. Simulation Result 

 

 

Table 1 

Performance Measure Analysis of all the transfer learning approach. 
 

Model Name Precision Recall F1_score Accuracy 

Xception 0.977 0.977 0.977 97.7% 

DenseNet121 0.938 0.938 0.938 93.8% 

InceptionResnetV2 0.933 0.933 0.933 93.3% 

Resnet 50 0.811 0.811 0.811 81.1% 

InceptionV3 0.955 0.955 0.955 95.5% 

VGG 16 0.988 0.988 0.988 98.8% 
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V. CONCLUSION AND FUTURE WORK 

 

 The outcomes of this investigation show the potential of Deep Learn- ing, and more specifically CNNs, 

in the early detection and categoriza- tion of illnesses affecting rice leaves. The proposed custom VGG 16 model 

showed high performance in identification and categorization of 9 different disease class labels of rice leaf with 

improved accuracy of 99.94% and maximum precision and recall scores, providing a quick and reliable way of 

detecting and diagnosing plant diseases. Six transfer models were selected based on criteria such as model size, 

parameter size (with a major focus on real-time deployment), and subsequently retrained. Among these models, 

VGG16 exhibited the most outstanding performance in terms of precision, recall, and accuracy. Following this, 

we conducted further parameter fine-tuning, which involved the addi- tion of extra filters, dense layers, and 

dropouts, optimized through trial and error. As a result of these efforts, the proposed CNN demon- strated an 

exceptional accuracy rate. This high-performing model holds promise for implementation in various agricultural 

scenarios, where it can be utilized to identify crop diseases based on their severity levels. The study also involved 

the analysis of confusion matrices and ROC plots for all six selected models, illustrating key metrics such as true 

positives (TP), true negatives (TN), false positives (FP), false nega- tives (FN), and the relationship between true 

positive rate (TPR) and false positive rate (FPR). Moreover, the model's robustness and reliabil- ity were ensured 

by using data augmentation techniques and pre- trained models. The contribution of this research to agriculture is 

signif- icant, as it can help farmers detect plant diseases at an early stage, allowing them to take necessary 

measures and avoid crop losses. 

In future, the proposed custom VGG 16 architecture can be applied to other crop diseases, contributing to 

the development of more effec- tive and efficient disease diagnosis tools in agriculture. The study also highlighted 

the negative impacts of rice leaf diseases on crop yields, food security, and poverty, emphasizing the urgency to 

find effective so- lutions. The traditional methods of disease detection have been found to be time-consuming, 

unreliable, and often require the expertise of trained personnel, making them inaccessible to small-scale farmers. 

The proposed model's high accuracy and efficiency make it a promising tool for disease diagnosis, ultimately 

benefiting farmers and promoting sustainable crop production. This study's findings, therefore, contribute 

significantly to the emerging field of precision agriculture, where DL- based approaches are increasingly being 

used to improve crop yield and quality. 
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