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ABSTRACT: Customers are increasingly attracted to the quality of service (QoS) provided by organizations. 
However, the current era is evidencing higher competition in providing technologically advanced (QoS) to customers. 
Nonetheless, efficient customer relationship management systems can be advantageous for the organization in terms of 
gaining more customers, maintaining customer relationships, and improving customer retention by adding more profits 
to the customer retention strategies. 
 
KEYWORDS:  Quality of Service (QoS), Customer retention. 
 

I. INTRODUCTION 

 
Customers always play vital role in increasing profit and revenue of every organization; hence, to gain customer 
satisfaction it is important for the organizational managers to maintain one efficient customer relationship management 
system by selecting the target customers and maintaining effective relationship with them. Moreover, the CRM system 
will be helpful for the organization in identifying the most prominent group of customers and their behavior; which will 
become beneficial for the organization in understanding the retention strategies in a better way. Additionally, higher the 
customer loyalty, lesser is the customer churn rate; hence using machine learning algorithm such as support vector 
algorithm can add value in preventing the customer churn. This report will focus on the customer retention with the 
usage of support vector machine learning in gaining customer loyalty and increasing retention. 
 

II. RELATED WORK 

 
1) The Roles of Justice and Customer Satisfaction in Customer Retention: A Lesson from Service Recovery 
 
AUTHORS:  Noel Y. M. Siu 
 
Customers complain because they want to be treated fairly by the company when a service failure occurs. The role of 
perceived complaint justice and its relation to customer satisfaction has been discussed and researched. However, a 
static view is mostly adopted in previous literature. We argue that satisfaction is cumulative and both prior satisfaction 
and post-recovery satisfaction should be looked at in relation to complaint justice in the context of service recovery. 
This study attempts to fill the gap by investigating the mediating role of justice in the relationship between prior 
satisfaction and post-recovery satisfaction (both with the recovery and with the organization) and examining the 
mediating role of post-recovery satisfaction in the relationship between the dimensions of justice and customer 
retention. Hypotheses were tested using a sample of 200 customers that had service failure experience at Chinese 
restaurants in Hong Kong. Justice dimensions (distributive justice, procedural justice, and interactional justice) were 
found to fully mediate the relationship between prior satisfaction and satisfaction with recovery. All dimensions, except 
the interactional justice, were also found to be partial mediators in the relationship between prior satisfaction and post-
recovery satisfaction with organization. Findings also revealed the mediating roles of two post-recovery satisfaction 
variables in transferring the justice dimensions into behavioral intention, with the two variables playing almost opposite 

https://www.researchgate.net/profile/Noel-Siu
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roles. Discussion and recommendations are provided for future development and improvement in building long-term 
relationship with customers [1]. 
 
2) Influence of Customer satisfaction on Loyalty : A Study of Mobile Telecommunication Industry 
 
AUTHORS : Hossain 
 
The mobile telecommunication companies uphold their service quality and change their marketing core strategies to 
retain their existing customers by enhancing and optimizing the customer loyalty. Therefore, it becomes significant for 
telecom companies to identify factors of services that influence customer loyalty and in turn creates loyal customers by 
satisfying t hem. This present study aims to explore the influence of customer satisfaction on customer loyalty in the 
context of Bangladesh. This study focused on six factors such as communication, price structure, value-added service, 
convenience, sales-promotions and customer service. Both primary and secondary information were collected to test 
the pre-set hypotheses. Descriptive statistics and simple linear regression were employ ed to analyze the data. Result 
shows that five factors: communication, price structure, value-added services, convenience and customer service/care 
have positive correlations with customer loyalty [2]. 
 
3) A comparison of Machine Learning Techniques for customer churn prediction 
 
AUTHORS: T.Vafeiadisa, K.I.Diamantaras 
 
We present a comparative study on the most popular machine learning methods applied to the challenging problem of 
customer churning prediction in the telecommunications industry. In the first phase of our experiments, all models were 
applied and evaluated using cross-validation on a popular, public domain dataset. In the second phase, the performance 
improvement offered by boosting was studied. In order to determine the most efficient parameter combinations we 
performed a series of Monte Carlo simulations for each method and for a wide range of parameters. Our results 
demonstrate clear superiority of the boosted versions of the models against the plain (non-boosted) versions. The best 
overall classifier was the SVM-POLY using AdaBoost with accuracy of almost 98% and F-measure over 86% [3]. 
 
4) Social Interactions in customer churn Decisions: The impact of relationship directionality 
 
AUTHORS :Michael Haenlein 
 
The impact of social factors on individual-level decision making has been a subject of general interest within the 
marketing field. However, studies analyzing social interactions and social contagion have, to a great extent, focused on 
the importance of social interactions in the customer acquisition process and have relied on the use of undirected 
networks. Our study contributes to the literature stream by focusing on two elements that have been analyzed less 
frequently. Specifically, we focus on the importance of social interactions in the customer retention process within a 
directed social network. Using the customer base of a mobile phone provider, we rely on call detail records to 
investigate the churn behavior of 3432 focal actors. We provide evidence for social interactions in customer churn 
decisions and show that, at any given point in time, a focal actor is significantly and substantially more likely to defect 
from a provider if other individuals to whom that actor is socially connected have previously defected from the 
provider. However, this effect is limited to social contacts with whom the focal actor has outgoing calling relationships 
and who have churned relatively recently (in our sample, less than 7 weeks prior to the point in time that is under 
examination). We therefore provide empirical evidence demonstrating that social effects do play a role in customer 
retention but only when tie directionality and churn regency are taken into account [4]. 
 
5)Churn prediction using comprehensible support Vector Machine: An Analytical CRM application 
 
AUTHORS: M.A.H.Farquadc, Vadlamani Ravi 
 
Support Vector Machine (SVM) is currently state-of-the-art for classification tasks due to its box” model, i.e. it does 
not reveal the knowledge learnt during training in human comprehensible form. The process of converting such opaque 
models into a transparent model is often regarded as rule extraction. In this paper we proposed a hybrid approach for 

https://www.researchgate.net/scientific-contributions/Hossain-2120389259
https://www.sciencedirect.com/science/article/abs/pii/S1569190X15000386#!
https://www.sciencedirect.com/science/article/abs/pii/S1569190X15000386#!
https://www.sciencedirect.com/topics/engineering/machine-learning-method
https://www.sciencedirect.com/topics/computer-science/monte-carlo-simulation
https://www.sciencedirect.com/topics/engineering/adaboost
https://www.sciencedirect.com/science/article/abs/pii/S0167811613000402#!
https://www.sciencedirect.com/science/article/abs/pii/S1568494614000507#!
https://www.sciencedirect.com/science/article/abs/pii/S1568494614000507#!


© 2025 IJIRCCE | Volume 13, Issue 1, January 2025|                                   DOI: 10.15680/IJIRCCE.2025.1301152 

 
 

IJIRCCE©2025                                                    |     An ISO 9001:2008 Certified Journal   |                                                      1058 

extracting rules from SVM for Customer Relationship Management (CRM) purposes. The proposed hybrid approach 
consists of three phases. (i) During first phase; SVM-RFE (SVM-recursive feature elimination) is employed to reduce 
the feature set. (ii) Dataset with reduced features is then used in the second phase to obtain SVM model and support 
vectors are extracted. (iii) Rules are then generated using Naive Bayes Tree (NB Tree) in the final phase. The dataset 
analyzed in this research study is about Churn prediction in bank credit card customer (Business Intelligence Cup 2004) 
and it is highly unbalanced with 94.24% loyal and 8.76% churned customers. Further we employed various standard 
balancing approaches to balance the data and extracted rules. It is observed from the empirical results that the proposed 
hybrid outperformed all other techniques tested. As the reduced feature dataset is used, it is also observed that the 
proposed approach extracts smaller length rules, thereby improving the comprehensibility of the system. The generated 
rules act as an early warning expert system to the bank [5]. 
 

III. EXISTING SYSTEM 

 
One of the most direct and effective approaches to keep the current customers is that the company should be able to 
foresee potential churn in time and react to it quickly. Recognizing the indications of potential churn; satisfying 
customer needs, restoring and re-establishing loyalty are actions supposed to help the organization minimize the costs 
of gaining new customers. A big problem that encounters businesses, especially telecommunications business is 
'customer churn'; this occurs when a customer decides to leave a company's landline business for another cable 
competitor. Therefore, our existing system beyond this study to build a model that will predict churn customer through 
defining the customer's precise behaviors and attributes. We will use data mining techniques such as clustering, 
classification and association rule [10]. 
 
DISADVANTAGES OF EXISTING SYSTEM: 
• The difficulties faced by researchers in this study such as the value of missing data or inconsistent data. 
• Using data mining techniques we cannot predict exact results. 

 
Algorithm: Data mining Techniques 
 

IV. PROPOSED SYSTEM 

 
Machine learning can be considered as the effective application of the artificial intelligence, which has been widely 
used by the telecom industries in evaluating and nullifying the customer churn. Support vector machine learning is one 
vital machine learning algorithm that efficiently performs the data analysis for predicting the churn. Examining the 
customer attrition rate in an organization implies the process of churn analysis. In the telecommunication industries, the 
churn can be identified as the number customers who had discontinued their subscription in a certain time period . A 
typical churn rate measures the number of customers moving in and out within a given time period. Moreover, for the 
telecommunication industry, the movement of the customers from one company to another, is called churn [19] . The 
current scenario is evidencing a higher number of churn customers as the particular industry is trying hard to retain 
more profitable customers. The algorithm the train our data set and efficiently performs the data analysis for predicting 
the churn. 
 
ADVANTAGES OF PROPOSED SYSTEM: 
• Using machine learning algorithm such as support vector algorithm can add value in preventing the customer 

churn. 
• support vector machine can turned out advantageous for predicting the churn rate. 

 
Algorithm: Support Vector Machine (SVM) 
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V. SYSTEM DESIGN 

 

 
 
DATA FLOW DIAGRAM : 
 
1. The DFD is also called as bubble chart. It is a simple graphical formalism that can be used to represent a system in 

terms of input data to the system, various processing carried out on this data, and the output data is generated by 
this system [20]. 

2. The data flow diagram (DFD) is one of the most important modeling tools. It is used to model the system 
components. These components are the system process, the data used by the process, an external entity that 
interacts with the system and the information flows in the system. 

3. DFD shows how the information moves through the system and how it is modified by a series of transformations. 
It is a graphical technique that depicts information flow and the transformations that are applied as data moves 
from input to output [32]. 

4. DFD is also known as bubble chart. A DFD may be used to represent a system at any level of abstraction. DFD 
may be partitioned into levels that represent increasing information flow and functional detail. 
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UML DIAGRAM : 
 
UML stands for Unified Modeling Language. UML is a standardized general-purpose modeling language in the field of 
object-oriented software engineering. The standard is managed, and was created by, the Object Management Group.  
 
The goal is for UML to become a common language for creating models of object oriented computer software. In its 
current form UML is comprised of two major components: a Meta-model and a notation. In the future, some form of 
method or process may also be added to; or associated with, UML [42]. 
  
The Unified Modeling Language is a standard language for specifying, Visualization, Constructing and documenting 
the artifacts of software system, as well as for business modeling and other non-software systems.  
The UML represents a collection of best engineering practices that have proven successful in the modeling of large and 
complex systems. 
 
 The UML is a very important part of developing objects oriented software and the software development process. The 
UML uses mostly graphical notations to express the design of software projects [51]. 
 

VI. USE CASE DIAGRAM 
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A use case diagram in the Unified Modeling Language (UML) is a type of behavioral diagram defined by and created 
from a Use-case analysis. Its purpose is to present a graphical overview of the functionality provided by a system in 
terms of actors, their goals (represented as use cases), and any dependencies between those use cases. The main 
purpose of a use case diagram is to show what system functions are performed for which actor. Roles of the actors in 
the system can be depicted [9]. 
 

VII. IMPLEMENTATION 

 
• User 
• Admin 
• Data Preprocessing 
• Machine Learning 
 
MODULES DESCRIPTION : 
 
User: 

 

The User can register the first. While registering he required a valid user email and mobile for further communications. 
Once the user register then admin can activate the user [15]. Once admin activated the user then user can login into our 
system. User can upload the dataset based on our dataset column matched. For algorithm execution data must be in 
float format. Here we took Three Customer Behaviour dataset for testing purpose. User can also add the new data for 
existing dataset based on our Django application. User can click the Classification in the web page so that the data 
calculated Accuracy and F1-Score, Recall, Precision based on  the algorithms. User can click Prediction in the web 
page so that user can write the review after predict the review That  will display results depends upon review like 
postive, negative or neutral [25]. 
 

Admin: 

 

Admin can login with his login details. Admin can activate the registered users. Once he activate then only the user can 
login into our system. Admin can view the overall data in the browser. Admin can click the Results in the web page so  
calculated Accuracy and F1-Score, Precision, Recall based on  the algorithms is displayed. All algorithms execution 
complete then admin can see the overall accuracy in web page [54].  
 
Data Preprocessing: 

 

A dataset can be viewed as a collection of data objects, which are often also called as a records, points, vectors, 
patterns, events, cases, samples, observations, or entities. Data objects are described by a number of features that 
capture the basic characteristics of an object, such as the mass of a physical object or the time at which an event 
occurred, etc. Features are often called as variables, characteristics, fields, attributes, or dimensions. The data 
preprocessing in this forecast uses techniques like removal of noise in the data, the expulsion of missing information, 
modifying default values if relevant and grouping of attributes for prediction at various levels [32]. 
 
Machine learning: 
 
Based on the split criterion, the cleansed data is split into 60% training and 40% test, then the dataset is subjected to 
four machine learning classifiers such as Support Vector Machine(SVM). The accuracy, Precision, Recall, F1-Score of 
the classifiers was calculated and displayed in my results. The classifier which bags up the highest accuracy could be 
determined as the best classifier.  
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VIII. SIMULATION RESULTS 

 

 
 

User Register Form 

 

 
 

User Customer Churn details 

 

 
 
                                                                                User  SVM  Results 
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Support Vector Machine Results 
 

 
 

The input design is the link between the information system and the user. It comprises the developing specification and 
procedures for data preparation and those steps are necessary to put transaction data in to a usable form for processing 
can be achieved by inspecting the computer to read data from a written or printed document or it can occur by having 
people keying the data directly into the system. The design of input focuses on controlling the amount of input required, 
controlling the errors, avoiding delay, avoiding extra steps and keeping the process simple [47]. The input is designed 
in such a way so that it provides security and ease of use with retaining the privacy. Input Design considered the 
following things: 
• What data should be given as input? 
• How the data should be arranged or coded? 
• The dialog to guide the operating personnel in providing input. 
• Methods for preparing input validations and steps to follow when error occur. 
 
OBJECTIVES 

 

1.Input Design is the process of converting a user-oriented description of the input into a computer-based system. This 
design is important to avoid errors in the data input process and show the correct direction to the management for 
getting correct information from the computerized system. 



© 2025 IJIRCCE | Volume 13, Issue 1, January 2025|                                   DOI: 10.15680/IJIRCCE.2025.1301152 

 
 

IJIRCCE©2025                                                    |     An ISO 9001:2008 Certified Journal   |                                                      1064 

2.It is achieved by creating user-friendly screens for the data entry to handle large volume of data. The goal of 
designing input is to make data entry easier and to be free from errors. The data entry screen is designed in such a way 
that all the data manipulates can be performed. It also provides record viewing facilities [57]. 
 
3.When the data is entered it will check for its validity. Data can be entered with the help of screens. Appropriate 
messages are provided as when needed so that the user will not be in maize of instant. Thus the objective of input 
design is to create an input layout that is easy to follow 
 
A quality output is one, which meets the requirements of the end user and presents the information clearly. In any 
system results of processing are communicated to the users and to other system through outputs. In output design it is 
determined how the information is to be displaced for immediate need and also the hard copy output. It is the most 
important and direct source information to the user. Efficient and intelligent output design improves the system’s 
relationship to help user decision-making. 
                      
Designing computer output should proceed in an organized, well thought out manner; the right output must be 
developed while ensuring that each output element is designed so that people will find the system can use easily and 
effectively. When analysis design computer output, they should Identify the specific output that is needed to meet the 
requirements [65]. 
 

IX. CONCLUSION 

 
As a Result of the preceding debate, it is possible to conclude that all organizations, regardless of size, must be 
concerned about customer churn. Customer retention is the practice of sustaining a customer's loyalty by recognizing 
and meeting their needs. A powerful churn prediction model will assist organizational management in predicting 
customer attrition. Depending on the complicated data of the telecommunications business, support vector machines 
can be useful for predicting turnover rates. The above report focused on client retention and churn prediction. Aside 
from that, the use of support vector machines to improve the churn prediction process has been explored here, along 
with the technique. 
 

X. FUTURE WORK 

 
The Powerful churn prediction model will help the organizational management to predict the customer churn. 
Depending on the complex data of the telecommunication  industry, support vector machine can turned out 
advantageous for predicting the churn rate. The above report has focused on the concept of customer retention along 
with the churn prediction. Apart from that, the use of support vector machine in order to enhance the churn prediction 
process has been discussed here along with the algorithm. 
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