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ABSTRACT: 

Background: Heart disease prediction is research in which the prognosis of heart disease through careful treatment 

takes place. This mainly helps in preventing cardiovascular diseases. Here, by using some of the known Machine 

Learning algorithms, and classifiers and by using the historical medical data, we can predict the unprecedented and 

rapid increase heart disease cases. This can help in decrease of mortality rate in our country as well as worldwide. By 

using electronic health record (EHR) data, this review can summarize the recent findings. From the previous historical 

data, we have observed the symptoms of heart disease such as decrease in heart rate (or) pulse rate, swollen legs, and in 

some cases weight gain occurring quite fast, etc.…The aim of this work is the proposal of a dimensionality reduction 
method and finding the features of heart disease by applying a feature selection.   
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I. INTRODUCTION 

 

Cardiovascular Disease (CVD) is one of the leading causing mortalities in the world, has been an important public 

health concern globally, causing massive socioeconomic burdens on patients, families, countries... every year. In terms 

of time, accuracy and cost, medical dictation has always remained as high maintenance field. Human beings are 

susceptible to mistakes and can make errors. At an exponential pace, cases of cardiovascular diseases are that, and that 

is very troubling. 

 

One in five people develop heart failure (HF), and 50% of heart disease patients die in 5 years. The Heart Failure 

diagnosis, readmission, and mortality prediction are essential to develop personalized prevention and treatment plans. 

This review summarizes the recent findings and approaches of machine learning models for Heart Failure diagnostic 

and outcome prediction using EHR data. 

 

Heart failure accounts for a large portion of this CVD (cardiovascular disease) morbidity and mortality, as well as an 

equally large portion of related healthcare expense. In the management of this expanding HF patient population, the 

accurate prediction of HF outcomes is critical to effective prevention and treatment. A set of machine learning models 

have been developed for HF diagnostic and outcome prediction using diverse variables derived from EHR data, 

including demographic, medical note, laboratory, and image data, and achieved expert-comparable prediction results. 

Hence Machine Learning models are being used to predict the heart failure of the patient in the early stage itself in this 

research. 
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II. RELATED WORK 

 

To predict heart disease by certain attributes using machine learning. 

[1]: The algorithms used in this paper are Support Vector Machine (SVM), K- means clustering, K- Nearest Neighbor 

(KNN), Artificial Neural Network (ANN), Naïve Bayes, Logistic Regression. The dataset used in this paper is 

Cleveland heart disease raw dataset with 8 attributes. The highest accuracy attained for the algorithm K- means 

clustering. 

[2]: The algorithms used in this paper are Random Forest, Support Vector Machine (SVM), K- Nearest Neighbor 

(KNN), Artificial Neural Network (ANN), Naïve Bayes. The dataset used in this paper is heart calculation time from 

UCI machine learning repository with 14 attributes. KNN and Random Forest are the best algorithms for the prediction 

and classification of heart disease dataset. The highest accuracy attained for the algorithm Random Forest with 99.6% 

accuracy. 

[3]: The algorithms used in this paper are Decision Trees, Support Vector Machine (SVM), Neural Network, Naïve 

Bayes, Logistic Regression. The dataset used in this paper is UCI dataset with 14 attributes. The highest accuracy 

attained for the algorithm Support Vector Machine (SVM). 

[4]: The algorithms used in this paper are Decision Trees, Support Vector Machine (SVM), K- Nearest Neighbor 

(KNN), Naïve Bayes, Logistic Regression, Random Forest, AdaBoost, Extra Tree Classifier, Gradient Boosting. The 

collected dataset is heart disease prediction dataset from Kaggle with 15 features. The highest accuracy attained for the 

algorithm Support Vector Machine (SVM). 

[5]: The algorithms used in this paper are Support Vector Machine (SVM), K- Nearest Neighbor (KNN), Naïve Bayes, 

Neural Network, Random Forest, AdaBoost, Extra Tree Classifier, Gradient Boosting. The dataset used is heart disease 

dataset from UCI and among 13 attributes 8 were used due to simple measurements. The highest accuracy attained for 

the algorithm Random Forest. 

[6]: The algorithms used in this paper are K- Nearest Neighbor (KNN) and Random Forest. The dataset used is heart 

disease dataset from Kaggle and 13 attributes were used. The highest accuracy attained for the algorithm KNN with 

86.885% accuracy. 

[7]: The algorithms used in this paper are Gaussian NB, Logistic Regression, Decision Tree, Random Forest, Gradient 

Boosting, K- Nearest Neighbor (KNN), XGB, Extra Trees, Support Vector Machine (SVM), multilayer perceptron. The 

dataset used is Cleveland heart disease from UCI Repository and 13 medical features were used. The highest accuracy 

attained for the algorithm Multilayer Perceptron with 84.6% accuracy. 

[8]: The algorithms used in this paper are Naïve Bayes and Support Vector Machine (SVM). The dataset used is 

Cleveland heart disease from UCI Repository and 26 attributes were used. The highest accuracy attained for the 

algorithm Support Vector Machine (SVM) with 89.11% accuracy. 

[9]: The algorithms used in this paper are Naïve Bayes, Support Vector Machine (SVM), K- Nearest Neighbor (KNN), 

Random Forest, multilayer perceptron, Artificial Neural Network (ANN), Decision Trees. The dataset used is 

Cleveland heart disease from UCI Repository and 13 features were used. The highest accuracy attained for the 

algorithm Random Forest. 

[10]: The algorithms used in this paper are K- Nearest Neighbor (KNN), Random Forest, AdaBoost, Decision Trees. 

The dataset used is Cleveland heart disease from UCI Repository and 14 attributes were used. The highest accuracy 

attained for the algorithm K- Nearest Neighbor (KNN) 100% accuracy. 

[11]: The algorithms used in this paper are M5P, Random Tree and Reduced Error Pruning with Random Forest 

Ensemble Method. The dataset used is Cleveland heart disease from UCI Repository and 14 attributes from UCI 

repository were used. The highest accuracy attained for the algorithm Random Forest with 99.9% accuracy LRM. 
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Attributes used in datasets: 

 

 
 

III. COMPARATIVE STUDY 

 

In this paper, we applied machine learning algorithms on heart disease datasets to predict heart disease, with the help of 

the attribute for each patient. Our main aim was to compare different classification models and to find most efficient 

classification model. In this research we use different type of classification algorithms like K-nearest neighbour, 

support vector machine, Random Forest, Naïve Bayes, Logistic Regression.  

 

The motivation for the study was to find the most efficient ML algorithm for detection of heart diseases. This study 

compares the accuracy score of Decision Tree, Logistic Regression, Random Forest, and Naive Bayes algorithms for 

predicting heart disease, by training the algorithm using UCI machine learning dataset and statlog dataset. 

 

IV. CONCLUSION 

 

The main aim of this project is to find good accuracy algorithm for the heart disease prediction, the result of this study 

indicates that the Random Forest algorithm is the most efficient algorithm with accuracy score of 90.16% for prediction 

of heart disease. Next, Logistic Regression and Naïve Bayes algorithm gives the second highest accuracy score of 

85.25%. In the work, we have compared different algorithms individually but did not cover (100%) accuracy. In this 

research we have tried to test with different features selection method applied on different machine learning tree 

classifiers algorithms and finally find Random Forest with high accuracy score. 
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