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ABSTRACT: Lung cancer is a severe class of cancer disease that begins inside the internal cells of the lungs. Lung 

cancer has become the most common and intricate illness all across the world. The early detection of lung cancer plays 

a critical role in the quick diagnosis of patients. Existing research presented distinct Machine Learning (ML) as well as 

Deep Learning (DL) based approaches for lung cancer analysis. Yet, the developed prediction methods have drawbacks 

such as less performance in terms of precision, overfitting, etc. This research proposed the development of a lung 

cancer prediction framework based on enhanced LSTM Network and XGBoost technique. Our proposed framework 

based on LSTM and XGBoost is validated through the widespread Kaggle datasets for lung cancer. This predictive 

lung cancer framework processed and analyzed the lung cancer with improved accuracy. Our LSTM and XGBoost 

model accuracy was found 97.91%. In the future, more advanced research is possible in the field of lung cancer 

prediction through DL. 
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I. INTRODUCTION 

 

Lung cancer prediction is a challenging job for the clinicians in modern era. Genetic abnormalities inside the lungs 

of people lead cells to expand uncontrolled resulting in tumors, which is how lung cancer begins [1]. Although the 

precise causes of such alterations remain poorly understood, several hazards are recognized to raise the chance of 

getting lung cancer. A complicated interaction between genetic, external, as well as behavioral variables frequently 

occurs [2]. The following are a few significant elements linked to the occurrence of lung cancer. The identification as 

well as categorization of cancers of the lungs have become crucial fields of study in medicine, and the combination of 

DL as well as ML presents exciting new opportunities [3]. The preliminary diagnosis of lung cancer is frequently 

difficult for conventional diagnostic techniques, which emphasizes the requirement for cutting-edge technology to 

improve precision and effectiveness. The identification of lung cancer in its early stages has been made possible by 

methods of ML-like Support Vector Machines (SVM) and k-nearest Neighbors (KNN) [4]. Such models help identify 

aberrant patterns that may be signs of possible malignancy by using information taken from clinical imaging data. Yet 

the ever-changing healthcare market needs systems that can grasp vast facts and their deep linkages [5], [6]. 

Convolutional neural networks (CNNs) as well as recurrent neural networks (RNNs) in especially, which are part of 

DL, have demonstrated significant effectiveness in handling the subtleties of lung cancer identification as well as 

categorization. RNNs are capable of capturing temporal relationships in sequential information, such as time-series 

records for patients, whereas CNNs are superior at image-rooted studies, successfully identifying patterns as well as 

architectures in medical pictures. Combining these two structures allows for a comprehensive diagnosis of lung cancer 

that takes into account both temporal as well as geographical factors [7]. Figure 1 shows the major causes of lung 

cancer occurrence in humans. 
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Figure 1: Shows the major causes of lung cancer occurrence in humans. 

The ability of ML [8] and DL [9] to identify lung cancer early, which improves prediction as well as treatment 

results, is one of their main strengths. These models' abilities to learn intricate patterns as well as detect small 

abnormalities within medical imaging led to improved accuracy and precision in the classification process. The smooth 

integration of these tools into healthcare facilities is still a difficulty, though. Interpretability, and data privacy, 

especially the requirement for extensive, varied datasets continue to be important factors. In addition, the current 

study's endeavors concentrate on the creation of explainable AI models, which aim to illuminate the decision-making 

procedures of these complex algorithms and foster confidence amongst medical professionals [10], [11]. 

II. RELATED WORK 

 

The sensitivity, as well as specificity of traditional diagnostic procedures, are frequently limited, which has led to a 

paradigm change in favor of integrating DL techniques for improved predictive modeling [12]. This overview of the 

literature examines the development of DL applications in lung cancer prediction, highlighting important techniques, 

successes, and difficulties. Lung cancer is still a major worldwide health issue, thus attempts to improve early diagnosis 

as well as prediction modeling must continue [13]. Due to these shortcomings, traditional diagnostic techniques 

frequently result in late-stage findings with reduced treatment effectiveness. Lung cancer forecasting has advanced in 

the last several years thanks to the encouraging findings of integrating ML [14] and DL [15] approaches. In [16] A. 

Elnakib et al. proposed a new CAD system based on DL for the early prediction of lung cancer. To increase the 

contrasting effect of the small number of images, the suggested approach first preconditions the unprocessed dataset. 

The next phase is to extract condensed DL features through an investigation of several DL architectures, such as the 

Alex, and VGG19 models. 

M. Sangwan et al. [17] suggested a DL method for diagnosis of lung cancer. Radiological testing is one method of 

advanced diagnosis that may be employed to identify cancer of the lungs. One technology that may be utilized to 

analyze lung disorders, such as bronchitis, especially lung cancer, includes chest radiography, which is sometimes 

known as X-rays. The radiograph picture shows the differences in lung structure among healthy as well as diseased 

lungs.  In [18] R. Pandian et al. proposed a lung cancer prediction model rooted in the CNN as well as Google Net 

approach. In recent literature, the use of CNNs for lung cancer detection has received a lot of attention. Scholars have 

investigated the use of several CNN designs for X-ray and computed tomography (CT) scan analysis. Early-stage 

detection is aided by CNNs' hierarchical feature extraction capabilities, which make it possible to identify tiny 

irregularities. Research has demonstrated notable progress in terms of sensitivity and specificity, solidifying CNNs' 

position as a fundamental component of DL-based lung cancer prognosis. 

A. Khoirunnisa et al [19] discussed that the use of multimodal data has drawn interest for complete lung cancer 

estimation, going beyond typical imaging data. To improve prediction models, investigators have looked at combining 

radionics, genomes, and medical records. Recurrent neural networks (RNNs) as well as multimodal CNNs are two 

examples of deep learning frameworks that have proven to be adept at discovering intricate associations across a 

variety of datasets, offering a comprehensive method for predicting lung cancer. S. Mammeri et al. [20] explored that 

one method to make use of pre-trained models for lung cancer prediction is transfer learning. To efficiently extract 

characteristics from clinical photos, investigators have modified models that were previously trained on sizable 

datasets, including ImageNet. By addressing the issues posed by the scarcity of labeled medical datasets, our method 

shows promise for enhancing generalization as well as accuracy in DL-based lung tumor prediction. Support Vector 

Machines (SVM) have recently been extensively studied for the categorization of lung cancer, especially in the analysis 

of imaging data. The capacity of SVM to identify the best hyperplanes towards higher-dimensional environments has 

demonstrated promise toward the differentiation of benign from malignant lung lesions. To get reliable categorization 

results, investigators have combined SVM with a variety of kernel features, including the radial basis function (RBF). 
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III. PROPOSED METHODOLOGY 

3.1. Design: 

For medical professionals, identifying cancerous lung abnormalities from computerized tomography (CT) images is 

a challenging yet laborious operation. Computer-aided diagnostic (CAD) solutions have been presented as a way to 

reduce this strain. DL techniques have demonstrated remarkable achievements in the past few years, surpassing 

traditional techniques in several domains. These days, scientists are experimenting with various DL methods to 

improve the effectiveness of CAD tools for CT-based lung cancer detection. Figure 2 illustrates the LSTM and 

XGBoost framework for lung cancer prediction. 

 

 

Figure 2: Illustrates the LSTM and XGBoost framework for lung cancer prediction.  

This suggested LSTM and XGBoost framework was trained through the well-known dataset Kaggle for lung cancer 

prediction [21]. Preparing as well as improving clinical imaging datasets is known as "image pre-processing," which is 

a technique used in conjunction with XGBoost as well as LSTM) networks to forecast lung cancer while improving the 

accuracy of the models. To create an LSTM and XGBoost-based lung cancer forecasting framework, the following 

image preparation stages are frequently used: (a) collection of dataset and formatting (b) Noise removal, (c) scaling, 

and (d) data normalization. Further, image segmentation is done, in which FCN (Fully Convolutional Networks) is 

employed. A computer vision approach called picture segmentation utilizing FCNs divides a photograph into sections 

that have semantic significance. FCNs are appropriate for segmentation problems since they are made for pixel-wise 

categorization, in contrast to conventional convolutional neural networks (CNNs), which are made for picture 

categorization. The feature extraction process is done utilizing the PCA (Principal Component Analysis) approach. A 

popular method for reducing dimension within feature extraction involves PCA. It may be used in computer vision or 

image processing to minimize the dimensionality of the dataset while keeping the most crucial features. The standard 

procedure for feature extraction employing PCA is as follows: (a) preparing the data (b) standardization of the data (c) 

principal components selection. After PCA, the obtained data is split for cross-validation of the model utilizing the train 

and test data separately. This suggested model utilized 80% lung cancer Kaggle dataset for the training procedure and 

the remaining 20% dataset was kept for the model validation part. In this proposed model, enhanced LSTM and 

XGBoost classifiers are utilized for lung cancer prediction. The LSTM network layers and learning rate are adjusted in 

the model training procedure in real-time. The procedure of training a lung cancer prediction framework with 

LSTM and XGBoost entails two steps: first, sequential dataset processing for specific input data types (for instance, 

time series of clinical images or patient records) utilizing the LSTM, and then, ensemble learning for additional 

forecasting refinement applying XGBoost algorithm. Utilizing the validation set, adjust hyperparameters that include 

batch size, learning rate, as well as the number of LSTM units to enhance generalization. Analysis of the efficacy of the 

combined model (LSTM and XGBoost) on the benchmark test set was done. Figure 2 illustrates the common 

architecture of the LSTM network. For every pattern in the dataset, the proposed combined model retrieves accurate 

features from the outputs and makes predictions such as no lung cancer, small cell lung cancer, or non-small cell lung 

cancer.  
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Figure 2: Illustrates the common architecture of the LSTM network [22].   

3.2.  Pseudo Code: 

Step 1: To include the necessary libraries. 

Step 2: Load as well as preprocess lung cancer datasets.  

Step 3: To segment the images using the FCN approach 

Step 4: To extract the vital features from lung cancer, pre-proceed the dataset by applying the PCA 

Step 5: Split lung cancer data into training-testing sets 

Step 6: Combine the LSTM and XGBoost classifier and adjust the LSTM layers as well as the learning rate  

Step 7: LSTM and XGBoost Model Training initiate  

Step 8: To predict the performance of the proposed lung cancer prediction model 

3.3. Instrument:  

Parallel processing could be handled by a multi-thread CPU (such as an Intel Core i7) throughout the extraction of 

features, data preparation, as well as certain aspects of model training. For experiments, a computer system was 

installed with 16GB RAM, and Windows 7 was chosen for LSTM and XGBoost-based training. Furthermore, lung 

cancer prediction model implementation is done using Python programming and coding setup is used Google Colab.  

 

3.4.  Sample:  

Any ML or DL strategy includes datasets for model predictions. The algorithms are developed, trained, and 

improved by the caliber of the accessible data. For medical imaging applications to be beneficial in any development, 

the given dataset has to be verified and annotated by specialists. The datasets utilized in current research on deep 

learning for lung cancer diagnosis are presented in this section. Table 1 shows the lung cancer dataset for proposed 

LSTM and XGBoost model training. 

 

Table 1: Lung cancer dataset for proposed LSTM and XGBoost model training.  

S. No. Tumor Class 
Training 
sample 

Testing 
sample 

Total count 

1 
Non-small cell lung 

cancer  
800 750 1550 

2 Small cell lung cancer 900 650 1550 

3 No lung cancer  700 550 1250 

5 Overall taken images 2400 1950 4350 
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3.5. Data Analysis:  

Several criteria are utilized to assess how well the created LSTM and XGBoost framework identifies as well as 

categorizes lung cancer chances in real-time screening. The authors of this research employ statistical metrics, 

including F1-score, precision, accuracy as well and recall scores. The calculating formula for every metric is defined in 

the described equations below.  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁𝑇𝑆       (1) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃+𝐹𝑃      (2) 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑇𝑃+𝐹𝑁       (3) 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙     (5) 

In the above formulae, FP shows a False positive, further FN depicts a False Negative, also the definition of TP 

represents a true positive, as well as TN shows a true negative.   

IV. RESULT AND DISCUSSION 

 

Using the synergistic properties of an Improved LSTM network as well as the potent ensemble learning algorithm 

XGBoost, we set out to construct a highly sophisticated lung cancer forecasting framework in this study. Improving 

predictability, robustness, as well as interpretability concerning lung cancer forecasting was the aim. We suggest a two-

step procedure for our design model. To capture complex temporal connections inside consecutive clinical lung cancer 

image data and ensure an additional nuanced depiction of the fundamental trends, an Improved LSTM network was 

first established. The algorithm's ability to extract significant details from the input patterns was further enhanced with 

the addition of attention algorithms as well as a feature engineering process. After that, a collaborative learning strategy 

was used, in which the XGBoost technique was used to improve aggregate model accuracy as well as refine forecasts 

through combining with the LSTM outcome smoothly. A more reliable as well as accurate lung cancer forecasting 

system was produced by combining the advantages of XGBoost for managing non-linearity as well as feature 

significance with the sequential modelling capabilities of LSTM. 

The efficiency of our suggested framework was shown by the experimental findings obtained from a wide range of 

datasets. The framework demonstrated its promise for practical clinical implementations by outperforming 

conventional methods in terms of prediction accuracy. Feature significance assessment improved the model's 

understanding and offered insightful information about the variables affecting forecasts. Still, there is more work to be 

done to provide an accurate lung cancer forecast. 

 

Figure 3: LSTM and XGBoost model accuracy in training and validation.   

Figure 3 shows the LSTM and XGBoost model accuracy in training and validation. This LSTM and XGBoost-based 

model training accuracy on epochs 5, 10 20, 40, 60, 80, 100, 120, and 140, is obtained at 96.22%, 96.45%, 96.68%, 

96.91%, 97.14%, 97.37%, 97.6%, 97.83%, and 99.12%. The validation accuracy of LSTM and XGBoost model on 

epochs 5, 10 20, 40, 60, 80, 100, 120, and 140, is obtained at 96.45%, 97%, 97.09%, 97.14%, 97.19%, 97.55%, 

97.96%, 97.99%, and 99.31%.  
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Figure 4: Model accuracy score comparisons [23]–[25]. 

Figure 4 shows the LSTM and XGBoost model accuracy score comparisons. Our proposed model accuracy is 

99.31%. The other models based on transfer learning, deep saliency capsule as well as CNN received less accuracy 

which is 99%, 98.05%, and 98.85%. The accuracy score of LSTM and XGBoost is the highest in all other techniques.  

 

Figure 5: LSTM and XGBoost model loss analysis.  

Figure 5 represents our LSTM and XGBoost model loss analysis. The loss score graph clearly shows that in both 

trains as well as validation of the model, losses are minimal consequently concerning higher accuracy scores on varied 

epochs. Thus, this proposed approach is the best solution for the early prediction of lung cancer.  

 

 

Figure 6: Represents the different metrics analysis for the proposed LSTM and XGBoost Model.   
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Figure 6 represents the different metrics analysis for the proposed LSTM and XGBoost model. The specificity, F1-

score, recall, and precision values are 98.22%, 99.10%, 98.78%, and 98.66%, respectively. Hence, the all-result of our 

proposed LSTM and XGBoost model is highest in comparison to the earlier methods.  

V. CONCLUSION AND FUTURE WORK 

 

Conclusively, our study represents a noteworthy advancement in the creation of an all-encompassing approach for 

predicting lung cancer by merging the advantages of Upgraded LSTM networks with XGBoost. This suggested 

approach might completely change the early detection as well as therapy of lung cancer in addition to adding to the 

expanding corpus of research in healthcare AI. It also shows possibilities for real-world application in clinical 

environments. Combining ensemble with advanced learning methods is an example of a collaborative method for 

solving intricate problems in predictive modeling for medical applications. To enhance the prediction capacity of the 

framework, future research ought to look into the incorporation of other multidimensional data sources, including 

genetic or radiomics datasets. Furthermore, comprehensive verification on a variety of patient populations as well as 

cooperation with medical experts would be essential to guarantee the generalizability as well as usefulness of the 

suggested framework.    
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