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ABSTRACT :In recent years, the cases of heart diseases are increasing at a rapid rate. The diagnosis of cardiovascular 

disease is a difficult task i.e., it should be performed precisely and efficiently. This paper mainly focuses on which 

patient is more likely to have a heart disease based on various medical attributes. The heart disease prediction system is 

used to predict whether the patient is likely to be diagnosed with a heart disease or not, using the medical history of the 

patient. Different algorithms of machine learning is used to predict and classify the patient with heart disease. A quite 

helpful approach was used to regulate how the model can improve the accuracy of prediction of heart disease in any 

individual. For the prediction of cardiovascular disease we have used random forest algorithm which gives the accuracy 

of 86.67%. 
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I. INTRODUCTION 

 
The heart is one of the main parts of the human body after the brain. The primary function of the heart is to pump 

blood to the whole body parts. Any disorder that can lead to disturbing the functionality of the heart is called heart 

disease. Several types of heart disease are there in the world. Coronary artery disease (CAD), and Heart failure (HF) are 

the most common heart diseases that are present. The data generated by the health or the survey are getting wasted. But 

as the data analytics come into existence, the hospitals and NGOs are making use of the data to generate the useful 

information from the data. The modern world has cardiovascular disease as its deadliest enemy. The Cardiovascular 

disease affects a person in such a way so that the patients can't be cured as easily as possible. So, diagnosing patients at 

the right time is the toughest work in medical field. The proposed model makes use of the Random Forest algorithm to 

effectively predict the cardiovascular disease. 

II. THEORETICAL BACKGROUND 

 
Yuepeng Liu et.al., [1] Cardiovascular diseases are among the most common serious illness affecting human health.  

CVDs may be prevented by early diagnosis. This paper discusses the problem of feature selection based on random 

forest and the prediction model of heart disease based on LSTM, CNN, DNN and KNN. The influence of different 

types of machine learning algorithms on accuracy was discussed, and the prediction model of heart disease was 

constructed. After the collection of dataset, the data pre-processing is done to transform nonstandard data and remove 

null values in order to make the data more suitable for analysis. The processed data features include 16 attributes. Then 

the classification algorithm like Random Forest is applied. It can be applied to classification problem, regression and 
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feature selection problems. In this paper, random forest is used for prediction they have used random tree- LSTM, DNN 

and KNN for comparison. The application scenario of this algorithm model is to predict the samples based on these 

parameters to determine whether patients are at risk of coronary heart disease proposed paper execution time is more as 

compared with the other algorithms. 

 

Pranav Motarwar et.al., [2] A machine learning framework to predict the possibility of having heart disease using 

various algorithms. The framework is executed using five algorithms Random Forest, Naïve Bayes, Support Vector 

Machine, Hoeffding Decision Tree, and Logistic Model Tree (LMT). Cleveland dataset is used for training and testing 

the model. The dataset is pre-processed followed by feature selection to select most prominent features. The resultant 

dataset is then used for training the framework. The results are combined and show that Random forest gives maximum 

accuracy a weak classifiers are collected within the dataset in Hoeffding tree classifier which reduces the accuracy. 

 

N. Komal Kumar et.al., [3] Hybrid approach is proposed for coronary illness forecast utilizing arbitrary random 

forest classifier and simple k means algorithm in machine learning. The experimental analysis takes place in two levels, 

in the first level the dataset is cleaned using the pandas tool and in the second level, the data is subjected to Machine 

learning tree classifiers such as Random Forest, Decision Tree, Logistic Regression, Support vector machine (SVM), 

K-nearest neighbours (KNN). Pre-processing techniques like data integration, data transformation, data reduction, and 

data cleaning using pandas tool are used. In this investigation of foreseeing Cardiovascular Disease, based on the 

precision and AUC ROC scores, Random Forest seems top be more effective classifier but the proposed paper takes 

more execution time for bigger data set and accuracy will be less. 

 

Pronab Ghosh et.al., [4] For the proposed model they have used Data collection, Data pre-processing and Data 

Transformation methods. And features such as Relief and LASSO techniques are used. New hybrid classifier like 

DTBM, RFBM, KNNBM, ABBM, and GBBM are developed and classifiers with bagging and boosting methods, 

machine learning algorithms to calculate Accuracy, Sensitivity, Error rate, Precision and F1 score of our model  Based 

on the result analysis,  The proposed model produced highest accuracy while using RFBM and Relief feature selection 

methods. In the proposed paper the high level of missing values in the dataset can have adverse effect. 

Vijeta Sharma et.al., [5] The objective of the paper is to build a ML model for heart disease prediction based on the 

related parameters. We have used a benchmark dataset of UCI Heart disease prediction for this research work, which 

consist of 14 different parameters related to Heart Disease. Machine Learning algorithms such as Random Forest, 

Support Vector Machine (SVM), Naive Bayes and Decision tree have been used for the development of model. 

Methodology includes Data collection, Data pre-processing, Building model and Accuracy measurement model. In this 

Random Forest is giving maximum accuracy. This Random forest algorithm will take more time to process and the 

system will be slower and will be more perplexing and will be handling more data. 

 

III. DESIGN AND IMPLEMENTATION 
 

The working of the system starts with the collection of data and selecting the important attributes. Then the required 

data is preprocessed into the required format. The data is then divided into two parts training and testing data. The 

Random Forest classifier applied and the model is trained using the training data. The accuracy of the system is 

obtained by testing the system using the testing data. This system is implemented using the following modules. 
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Figure3.1:Flow chat of the system 

 

The Figure 3.1 shows the flowchart of the proposed methodology. Data required for the prediction is collected using 

open resources. 

Data collection is an important step as the quality and quantity of the data that we gather for the proposed system will 

directly determine how good output that predictive model can be. The general approach is that we can collect data from 

open sources like Kaggle (https://www.kaggle.com/datasets). 

Dataset Details 

 The dataset used for this project is Heart Disease UCI.  

 The dataset consists 14 attributes which are considered for the prediction of the output. Figure 3.2 shows the 

attributes of dataset. 
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Figure 3.2 : The attributes of dataset 

Data preprocessing main steps that included in data preprocessing are as follows: Renaming of columns, splitting of 

data into feature(x) and target(y), Feature Scaling. 

Data visualization refers to the representation of data or information in a visual or graphical format. It involves 

creating visual images or graphics to convey complex data or information in a simple and easy-to-understand format. 

Visualization can be used to represent various types of data, including numerical, textual, spatial, and temporal data. 

The goal of visualization is to make data more accessible and understandable by representing it in a format that is easy 

to interpret and analyze.  

Splitting of data is the process to divide the dataset into training and testing 75% of the data is given to training and 

remaining 25% of the data is given to testing. Testing the data is used to evaluate the performance of the model using 

ML algorithm. Based on the training data and testing data the best model is selected. The training data is different from 

testing data. The obtained data is applied to the Random Forest algorithm The splitting of data into two parts is shown 

in the figure 3.3. 

 

Figure3.3 Splitting of data 

RANDOM FOREST ALGORITHM an extension of machine learning classifiers which include the bagging to 

improve the performance of Decision Tree. It combines tree predictors, and trees are dependent on a random vector 

which is independently sampled. The distribution of all trees are the same. Random Forests splits nodes using the best 

among of a predictor subset that are randomly chosen from the node itself, instead of splitting nodes based on the 

variables. 
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Algorithm Steps: 

It works in four steps: 

● Select random samples from a given dataset. 

● Construct a Decision Tree for each sample and get a prediction result from each Decision Tree. 

● Perform a vote for each predicted result. 

● Select the prediction result with the most votes as the final prediction. 

IV. RESULT AND DISCUSSION 

 
Figure4.1 Result of RFM with accuracy 

Figure4.1depicts the performance of the random forest classifier in predicting the presence or absence of cardiovascular 

disease, the confusion matrix can be used to calculate metrics such as accuracy, precision, recall, and F1 score. These 

metrics provide information about the overall performance of the classifier and can be used to compare different 

models or to evaluate the impact of different parameters on model performance. 

 
 Results of User Interface 
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Figure.4.2  User Interface with entered details 

 

 
 

Figure.4.3 Prediction without Heart Disease 
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This is the result showing the patient without heart disease for the entered details. 

 

 

 

Figure 4.4 User interface with entered details 
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Figure 4.5 Prediction with Heart Disease  

Here it will predict the patient with heart disease for the entered patient’s details. 
 

 
Figure 4.6 The result of comparitive analysis of Random forest algorithm and decision tree  

 

Accuracy Table 
After performing the machine learning approach for training and testing we find that accuracy of the Random Forest is 

better compared to Decision Tree. Accuracy is calculated with the support of the confusion matrix of each algorithm, 

here the number count of TP, TN, FP, FN is given and using the equation of accuracy, value has been calculated and it 

is concluded that Random Forest is best with 86.67% accuracy and the comparison is shown below.  
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TABLE: Accuracy comparison of  Algorithms 

 

 

 

 

 

 

 

V. CONCLUSION 

 
This paper predicts people with cardiovascular disease by extracting the patient medical history that leads to a fatal 

heart disease from a dataset that includes patient’s medical history such as chest pain, sugar level, blood pressure, etc. 

This Heart Disease detection system assists a patient based on his/her clinical information of them been diagnosed with 

a previous heart disease.Heart diseases are a major killer in India and throughout the world, application of promising 

technology like machine learning to the initial prediction of heart diseases will have a profound impact on society. The 

early prognosis of heart disease can aid in making decisions on lifestyle changes in high-risk patients and in turn reduce 

the complications, which can be a great milestone in the field of medicine. The number of people facing heart diseases 

is on a raise each year. This prompts for its early diagnosis and treatment. The utilization of suitable technology support 

in this regard can prove to be highly beneficial to the medical fraternity and patient. Therefore, in conclusion this 

project helps to predict the patients who are diagnosed with heart diseases by cleaning the dataset and applying 

classification algorithm. 
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ALGORITHM ACCURACY 

Random Forest 86.67% 

Decision Tree 73.33% 
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