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ABSTRACT: In everyday human communication, emotion is essential. Emotions are crucial in fostering more natural 

human-machine connection. Personal well-being depends on emotional balance. This study will use EEG to identify the 

emotional state of individuals who have been burned. The electroencephalograph (EEG) can be used to correlate the 

brain's dynamics with emotional states. Happy, angry, sad, and disgusted are the four emotions. An apparatus that 

converts neural data into orders that may operate external software or hardware, like a computer or robotic arm, is 

known as a brain–machine interface (BMI). People with motor or sensory disabilities frequently utilize BMIs as 

supported living devices.  

 

It is an effective mixture classification method that employs electroencephalography (EEG) signals to create a channel 

of communication for people who are immobile or physically handicapped. We present a method for emotion 

recognition based on the generalized mixture distribution model to recognize the expressions of an immobilized 

person's emotions. With MAT Lab's assistance, the processing is completed. 
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I. INTRODUCTION 

 

 Human being interacts with different machines throughout their life. Similarly, emotions are vital and inevitable in 

every human‟s life. Most interactions between machines and humans are discrete and overt events where machine 
knows about human only when explicit command are sent, like by pressing button. Hence, interaction between 

machines and humans is less autonomous and less intelligent. Scientists have come up with the evidence that emotional 

skills are a basic component of intelligence. Reeves and Nass [21] have shown that replacing one of the humans in 

Human-Human Interaction (HHI) with a machine follows the same fundamental rules of HHI. Hence, it has become 

essential to come up with the system where it can detect the human emotion it is working with, i.e. to induce the 

machine with the emotional intelligence so that the system can emulate the property of implicit communication which 

exist in human interaction. Affective computing is the study and development of system that can recognize and act 

accordingly to the human affects or emotions. Picard who is a pioneer working in the field of Affective computing 

states that “Emotion plays the vital role in rational decision making, understanding, learning and other various 

cognitive function”. Therefore, development of aforementioned system would open the gate for more meaningful, 

robust, natural, and reliable interaction between machines and humans. 

 

Different kinds of methods have been devised to recognize the underlying emotion of a person. Notably, emotion 

recognition (ER) from facial expression [22], voice intonation [23], gesture, and signal from Autonomous Nervous 

System (ANS) like heart rate and Galvanic Skin Response (GSR) had been being carrying out [24][25]. ER from 

Electroencephalography (EEG) signals is relatively new in the field of affective computing. ER from EEG signals 

overcome some of the drawback that arises while using the technique of ER from facial expression, GSR, heart rate, 

like facial expression can be easily faked, for example a person might be really feeling pain inside but he might show 

the expression of happy. Signal from ANS are more susceptible to noise, for example, GSR signals might not only 

originate from emotional influence but may also from physical influence. On the contrary, signal from central nervous 

system like EEG is captured form the origin of emotional experience. Moreover, EEG signals which have fine 

resolution are easy to record with affordable cost. 

Different techniques and step are needed to classify the emotion from EEG Signals. These steps includes the recording 
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of Signals, pre-processing of recorded raw signals to remove the artifacts from it, extracting the most suitable feature 

from processed signals, formatting the dataset and evaluating it with the use of machine learning tool. 

 

II. LITERATURE REVIEW 

 

 Real-time brain signal acquisition, analysis, and translation into output commands is accomplished by a computer-

based system called a Braine Computer Interface (BCI) [3]. The first kind concentrates on the fundamental emotions, 

which are composed of a limited number of emotional constructions, including fear, rage, sadness, and happiness. The 

second method concentrates on how emotions are characterized by the arousal and valence models. In order to discover 

the two main aroused emotional states that are associated with good and negative emotions, neurophysiology 

researchers employed algorithms that used wavelet transform to identify and experiment with eye blinks [1].  

 

Body and face mirroring is a basic mechanism suggested by embodied-emotion explanations [16]. For instance, 

boredom denotes the absence of a goal, melancholy denotes the loss of hope for achieving a goal, anger denotes the 

response to a goal that has been unsuccessful, and pleasure denotes the ful fillment of achieving a goal. The majority of 

BCIs rely on motor imagery or visual attention, while a range of mental tasks have been investigated for BCI control 

[9]. In order to regulate the ANS alterations brought on by any facial movement, the non-emotional expression 

consisted of actions that were not part of any of the emotional expressions [15].  

 

          According to several theories, particular emotions like happiness, fear, sadness, hostility, guilt, surprise, and 

interest are considered discrete in that they are assumed to be unique experiential states that stem from distinct causes 

[11]. 

 

Emotion plays an important aspect in the interaction and communication between people. In particular, peoples moods 

may heavily influence their way of communicating, acting and productivity. For example, there are two car drivers, one 

being happy and the other being very mad. The aim of this study is to present a package including standard software for 

the electroencephalographic (EEG), electro-oculographic (EOG) and electromyographic (EMG) preliminary data 

analysis, which may be suitable to standardize the results of many EEG research centres studies (i.e. multi-centric 

studies) especially focused on event related potentials. [4].  

 

A new feature extraction method for a user-independent emotion recognition system, namely,HAF-HOC, from 

electroencephalograms (EEGs). A novel filtering procedure, namely, Hybrid Adaptive Filtering (HAF), for an efficient 

extraction of the emotion-related EEG-characteristics was developed by applying Genetic Algorithms to the Empirical 

Mode Decomposition-based representation of EEG signals[14].Patients with severe brain injury may suffer from 

disorders of consciousness (DOC), including coma, vegetative state (VS) and minimally conscious state (MCS).An 

EEG-based BCI system for the detection of consciousness in patients with DOC [10]. The emotions computational 

models have been applied to the recognition of affective states through physiological measures, such as Heart Rate 

Variability (HRV), Blood Volume Pulse (BVP), Skin Temperature (SKT) ,Electrocardiogram(ECG), and Electrodermal 

Activity (EDA) [12].To build a physiological emotion database, a key problem to be considered is the partition of 

emotional space, which is commonly divided into two categories, i.e., dimensional emotion model and discrete emotion 

model. Dimensional emotion model is expressed using multiple dimensions or scales to categorize emotions [19]. 

 

III. METHODOLOGY 

 

 An effective method for classifying mixtures that makes use of electroencephalography (EEG) signals to create a 

channel of communication for individuals who are immobile or physically handicapped. We present a method for 

emotion recognition based on the generalized mixture distribution model to recognize the expressions of an 

immobilized person's emotions. The suggested approach is especially well-suited for the high EEG signal variability, 

which enables the proper identification of the emotions. DWT is used to extract the brain signals' characteristics.  

MATLAB (Math works Inc.) was used for data processing and visualization. The KNN classifier is being used and 

which is presented below. 

 

 K-NN Classifier 

The EEG test feature vectors are compared with trained feature vectors by using distance and similarity measure. The 

unidentified test sample is recognized as the one that belongs to the closest sample in the training set. The smallest 

value is considered if distance measure is used and largest value is used if similarity measure is used. This process is 

simple and less accurate. The accuracy can be increased by considering nearest neighbors by considering group of close 

feature vectors instead of selecting just a nearest training set sample. This is referred as K-Nearest Neighbor technique. 
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K number of best matching neighbors are selected to classify the unknown sample to the given class. The value of K 

ranges from one to total number of images in the training set. The recognition accuracy depends on the chosen K value. 

As the value of K increases, we are considering matching neighbors to not matching neighbors in the training set. 

 

Mathematical model for K-NN 

For a given query instancext, K-NN algorithm works as follows: 

 yt = ∑ E(yi, c)xiϵ N (xt,k)cϵ{c1,c2,…….cm}
arg   max

 

 

Whereyt, is the predicted class for the query instance xt , c is the class number and m is the class number present in the 

data. N (xt, k) Set of k nearest neighbors of x. 

 

 

     1 if min ED 

   E(a, b) =         0 if max ED 

 

 

 

 

Where 

Euclidean distance ED = √∑ (ai − bi)2ni=1 between query instance vector a and trained vector b. 

 

IV. EXPERIMENTAL RESULTS 

 

        Figure 1 below displays the signal processing generic block diagram. Pre processing is the broad category into 

which signal processing can be separated. Classification and feature extraction. Since EEG signals are extremely 

complex, many signal processing techniques have been applied either singly or in combination to extract the best 

features for the relevant application. Techniques such as wavelet Among the prominent approaches are autoregressive 

coefficients and transforms. The raw brain signals are obtained from http://bnci-horizon-2020.eu/database/data-sets and 

are used as an input in this case. 

 

We don't need to pre process the data because the raw date signal is already pre processed. The feature extraction 

algorithm then makes use of the pre processed data. The discrete wavelet transform (DWT) coefficient is used to 

extract features. The collected signal is then categorized using a classification algorithm. The accuracy and 

computational complexity of the results can be increased by selecting the classification method that is most appropriate 

for the feature vectors. KNN, or K-Nearest Neighbor classification. The results are obtained from the simulation and 

are presented and compared with some state of art work are an those are presented in the table 1. 

 

.  

 

Figure 1 Block Diagram Signal processing. 
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Table 1: Comparison of the results 

 

Ref.no Methods Channels Classifiers Accuracy 

[13] Sparse Bayesian method 14 LDA 72.74% 

[14] HAF-HOC to EEG 3 QDA 

SVM 

77.66% 

85.17% 

Proposed 

Method 

DWT 4 KNN 

 

84.02% 

 

 

V. CONCLUSION 

 

In the paper, it is evaluated the feasibility EEG signals for the classification of emotional states. For this, we were given 

the data previously collected in controlled environment. 

 

These data were pre-processed to remove the artifacts. Each dataset was formatted in acceptable format for the 

classification software MATLAB. The classification was carried out with the use of KNN as the selected technique 

yielding us the accuracy 84%. 

 

REFERENCES 

 

[1] A. P. Abhang and W. B. Gawali, “Correlation of EEG images and speech signals for emotion analysis,” Brit. J. 

Appl. Sci. Technol., vol. 10, no. 5, 1-13, Jul. 2015. 

[2] A. Tiwari and T. H. Falk, “Fusion of motif- and spectrum-related features for improved eegbased emotion 

recognition,” Comput. Intell. Neurosci., vol. 2019, Art. no. 3076324, Jan. 2017. doi: 10.1155/2019/3076324. 

[3] D. J. McFarland and J. R. Wolpaw, “EEG-based brain-computer interfaces,” Current opinion Biomed. Eng., vol. 4, 

pp. 194-200, Dec. 2017. 

[4] D.V. Moretti , F, Babiloni, F. Carducci, F. Cincotti, E. Remondini, P.M. Rossini ,S. Salinari, C. Babiloni, 

Computerized processing of EEG–EOG–EMG artifacts for multicentric studies in EEG oscillations and event-related 

potentials. International Journal of Psychophysiology 47 (2003) 199–216.  

[5] E. Butkeviciute, L. Bikuliene, T. Sidekerskien e, T. Blaauskas,R.Maskeliunas R. Damaeviius, and W. Wei, 

“Removal of movement artefact for mobile EEG analysis in sports exercises,” IEEE Access, vol. 7, pp. 7206-7217, 

2019. doi: 10.1109/ACCESS.2018.2890335. 

[6] E. Hill, D. Han, P. Dumouchel, N. Dehak, T. Quatieri, C. Moehs, M. Oscar-Berman, J. Giordano, T. Simpatico, and 

K. Blum, “Long term suboxone emotional reactivity as measured by automatic detection in speech,” PLoS ONE, vol. 8, 

no. 7, Jul. 2013 Art. no. e69043. doi:10.1371/journal.pone.0069043. 

[7] Harsh Dabas, Chaitanya Sethi, Chirag Dua, Mohit Dalawat, DivyashikhaSethia,Emotion Classification Using EEG 

Signals. 

[8] I.Martiaius and R.Damaaevicius, “Aprototype SSVEP based real time BCI gaming system,” J. Comput. Intell. 

Neurosci., vol. 2016, Mar. 2016, Art. no. 18. doi: 10.1155/2016/3861425. 

[9] J. Jin, B. Z. Allison, T. Kaufmann, A. Kbler, Y. Zhang, X. Wang, and A. Cichocki, “The changing face of P300 

BCIs: A comparison of stimulus changes in a P300 BCI involving faces, emotion, and movement,” PLoS ONE, vol. 7, 

no. 11, Nov. 2012, Art. no. e49688. doi: 10.1371/journal. pone.0049688. 

[10] J. Pan, Q. Xie, H. Huang, Y. He, Y. Sun, R. Yu, and Y. Li, “Emotionrelated consciousness detection in patients 

with disorders of consciousness through an EEG-based BCI system,” Front. Hum. Neurosci., vol. 12, p. 198, May 

2018. doi: 10.3389/fnhum.2018.00198. 

[11] L. F. Barrett, “Discrete emotions or dimensions? the role of valence focus and arousal focus,” Cognition Emotion, 

vol. 12, no. 4, pp. 579-599, 1998. 

[12] L. Santamaria-Granados, M. Munoz-Organero, G. Ramirez-Gonzalez, E. Abdulhay, and N. Arunkumar, “Using 

deep convolutional neural network for emotion detection on a physiological signals dataset (AMIGOS),” IEEE Access, 

vol. 7, pp. 57-67, 2018. doi: 10.1109/ACCESS. 2018.2883213. 

[13] N. Masood and H. Farooq, “Investigating EEG patterns for dual-stimuli induced human fear emotional state,” 

Sensors, vol. 19, no. 3, p. 522, Jan. 2019. 

[14] Panagiotis C. Petrantonakis and Leontios J. Hadjileontiadis, Emotion Recognition from Brain Signals Using 

Hybrid Adaptive Filtering and Higher Order Crossings Analysis. IEEE Transcations on Affective Computing , Vol.1, 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

                                | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 8.165 | 

    || Volume 10, Issue 3, March 2022 || 

| DOI: 10.15680/IJIRCCE.2022.1003102 | 

IJIRCCE©2022                                                         |     An ISO 9001:2008 Certified Journal   |                                                 1721 

   

 

No.2, July-December 2010.  

[15] P. Ekman, R. W. WLevenson, and V. Friesen, “Autonomic nervous system activity distinguishes among 

emotions,” Science, vol. 221, no. 4616, pp. 1208-1210, Sep. 1983. 

[16] P. M. Niedenthal and M. Brauer, “Social functionality of human emotion,” Annu. Rev. Psychol., vol. 63, pp. 259-

285, Jan. 2012. doi: 10.1146/annurev. psych.121208.131605. 

[17] R. Alazrai, R. Homoud, H. Alwanni, and I. andM Daoud, “EEG-based emotion recognition using quadratic time-

frequency distribution,” Sen- sors, vol. 18, no. 8, p. 2739, Aug. 2018. doi: 10.3390/s18082739. 

[18] R. Snchez-Reolid, A. S. Garca, M. A. Vicente-Querol, L. Fernndez- Aguilar, M. L. Lpez, A. Fernndez-Caballero, 

and P. Gonzlez, “Artificial neural networks to assess emotional states from brain-computer interface,” Electronics, vol. 

7, no. 12, p. 348, Dec. 2018. 

[19] T. Song, W. Zheng, C. Lu, Y. Zong, X. Zhang, and Z. Cui, “MPED:A multi-modal physiological emotion database 

for discrete emotion recognition,”IEEE Access, vol. 7, pp. 12177-12191, 2019. doi: 10.1109/ ACCESS.2019.2891579. 

[20] X.-A. Fan, L.-Z. Bi, and Z.-L. Chen, “Using EEG to detect drivers’ emotion with Bayesian Networks,” in Proc. 

Int. Conf. Mach. Learn. Cybern., Qingdao, China, Jul. 2010, pp. 1177- 1181. doi: 10.1109/ICMLC.2010.5580919. 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.ijircce.com/


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

         
 

 

8.165 


	Emotion Classification and Simulation of EEG Signal using KNN Mathematical Model and MATLAB
	Sunitha S S1, Chandramouleswara M N2, Mamatha N3
	Lecturer, Department of Science, Government Polytechnic, Holenarisipura, Hassan, DCTE, Karnataka, India1
	Lecturer, Department of Science, Government Polytechnic, K R Pete, Mandya, DCTE, Karnataka, India2
	Lecturer, Department of Science, Karnataka (Government) Polytechnic, Mangalore, DCTE, Karnataka, India3
	ABSTRACT: In everyday human communication, emotion is essential. Emotions are crucial in fostering more natural human-machine connection. Personal well-being depends on emotional balance. This study will use EEG to identify the emotional state of indi...

