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ABSTRACT: The Brain Tumor Detection Using Machine Learning project aims to develop an advanced diagnostic 

system that leverages machine learning to accurately detect brain tumors based on medical imaging, patient history, 

genetic markers, and environmental influences. This system supports early diagnosis and personalized treatment, 

improving patient outcomes by identifying tumors at an early, more treatable stage. By integrating MRI scans, electronic 

health records (EHR), genetic data, and patient lifestyle information, the model delivers precise, data-driven predictions 

to assist healthcare professionals in clinical decision-making. Machine learning algorithms analyze complex datasets to 

uncover patterns associated with tumor development, enabling timely and proactive intervention. The system provides 
personalized treatment insights, streamlining the diagnostic process and enhancing the quality of care. Utilizing 

techniques such as Support Vector Machines (SVM) and Convolutional Neural Networks (CNN), the model automates 

tumor detection, increases diagnostic accuracy, reduces healthcare costs, and improves patient management. The 

integration of machine learning in neuro-oncology enables early detection, risk assessment, and predictive modeling, 

transforming conventional brain tumor diagnostics into a more intelligent and data-driven approach. 
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I. INTRODUCTION 

 
    Brain tumor detection is a critical component of medical diagnostics, aiming to identify abnormal growths in 

the brain through techniques such as medical imaging and clinical evaluation. Accurate and timely diagnosis is essential 

for effective treatment planning, patient care, and improving survival rates. Traditional diagnostic methods, including 

manual interpretation of MRI scans and symptom assessment, can be time-consuming, expensive, and subject to human 

error. With the increasing complexity of neurological disorders, healthcare professionals face challenges in quickly and 

accurately detecting brain tumors and assessing their severity. 

 

  Machine learning (ML) plays a transformative role in enhancing diagnostic accuracy by allowing systems to 

learn from medical data and make predictions without being explicitly programmed. In brain tumor detection, ML 

algorithms can analyze imaging data, recognize patterns, and support clinical decisions by offering precise diagnostic 

suggestions. 
 

  In this paper, Section 1 provides the Introduction, Section 2 reviews Related Works, Section 3 presents the 

Background of the algorithms used, Section 4 explains the Methodology, focusing on Convolutional Neural Networks 

(CNN) and Support Vector Machines (SVM), Section 5 compares the results to determine the more effective model, and 

the final section concludes with insights and directions for future work. 

 

II. RELATED WORKS 

 

Machine learning (ML) has emerged as a powerful tool in the field of medical imaging and brain tumor diagnosis. With 

advancements in computational power, deep learning frameworks, and access to large-scale annotated medical datasets, 

ML is increasingly used to detect brain tumors with higher accuracy, speed, and reliability. The integration of ML 

techniques such as Support Vector Machines (SVM)[8][11] and Convolutional Neural Networks (CNN) [9][10] is driven 
by the need for early tumor detection, effective treatment planning, and improved patient outcomes. 

 



© 2025 IJIRCCE | Volume 13, Issue 4, April 2025|                                        DOI: 10.15680/IJIRCCE.2025.1304131 

 
 

IJIRCCE©2025                                                       |     An ISO 9001:2008 Certified Journal   |                                                   8916 

S.No Author Title Description Limitations/Inference 

1. Meena et al, (2023)[1] Classification of 
Brain Tumor 

Types Using SVM 

and CNN on MRI 

Datasets. 

This paper discussed the 
use of SVM and CNN in 

classifying brain tumor 

types using MRI 

datasets. 

Although effective, the 
study lacks discussion on 

computational cost and 

performance scalability 

on larger datasets. 

2. Sharma et al, (2023)[2] Brain Tumor 

Detection and 

Segmentation 

Using 

Convolutional 

Neural Networks. 

This research 

implemented CNN 

architectures for 

detecting and 

segmenting brain tumors 

in MRI scans. 

The study showed high 

accuracy but didn't 

explore hybrid approaches 

or compare results with 

classical ML models like 

SVM. 

3.  Fatima et al, (2023)[3] Comparative 

Analysis of CNN 

and Traditional 
Machine Learning 

Models for Brain 

Tumor Detection 

A comparative study 

between deep learning 

models (CNN) and 
traditional ML models 

(SVM, Random Forest) 

for brain tumor 

detection. 

The study provides 

performance metrics but 

doesn't address model 
training time or 

computational resource 

requirements. 

4. Srikanth et al, 

(2023)[4] 

MRI-Based Brain 

Tumor 

Classification 

Using SVM and 

Feature Reduction 

Techniques. 

Focused on brain tumor 

classification using SVM 

with feature reduction 

techniques applied to 

MRI images. 

Although results showed 

improvement, the model 

struggled with multiclass 

classification accuracy 

and data imbalance. 

5.  Sneha et al, (2023)[5] Lightweight CNN 

Architectures for 

Brain Tumor 
Detection in Low-

Resource 

Environments. 

Investigated lightweight 

CNN architectures for 

brain tumor detection in 
low-resource settings. 

While beneficial for 

deployment, the study did 

not compare results with 
traditional algorithms like 

SVM for a performance 

baseline. 

6. Karthik et al, (2024)[7] A Hybrid CNN-

SVM Framework 

for Brain Tumor 

Detection: 

Accuracy and 

Interpretability 

Challenges. 

The authors proposed a 

hybrid approach 

combining CNN for 

feature extraction and 

SVM for classification in 

brain tumor detection. 

While the hybrid method 

improved accuracy, the 

paper lacked discussion 

on interpretability and 

model transparency. 

 

III. BACKGROUND 

 

3.1 Deep Learning Models 
3.1.1 Convolutional Neural Network (CNN) 

Convolutional Neural Networks (CNNs) [14][15] are a class of deep learning models designed to process and analyze 

visual data, making them ideal for medical image analysis. In brain tumor detection, CNNs are used to automatically 

learn and extract features from MRI scans, identifying tumor regions with high precision. The layers in CNNs—such as 

convolution, pooling, and fully connected layers—enable the model to recognize patterns, textures, and structures 

associated with various tumor types. Their ability to handle complex image data without manual feature engineering 

makes CNNs highly effective for classification and segmentation tasks in neuroimaging. 

 

3.1.2 Hybrid Deep Learning Models (CNN + SVM) 

Hybrid models combine the strengths of deep learning and traditional machine learning. A common approach in brain 

tumor detection is using CNNs for feature extraction from MRI images and then applying Support Vector Machines 
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(SVM) for final classification. This combination leverages CNNs’ powerful representation learning and SVMs’ strong 

generalization capabilities, resulting in improved accuracy and robustness in tumor classification tasks. 

 

 
 

 

 

Figure 3.2.1 and Figure 3.2.2 present the dataset used for brain tumor detection, consisting of MRI images categorized 

into Tumor and Non-Tumor classes. This dataset plays a crucial role in training and evaluating deep learning models such 

as Convolutional Neural Networks (CNN) [12][13]and Support Vector Machines (SVM)[8][9]. Each image in the Tumor 

dataset shows MRI scans with visible signs of abnormal growths, aiding in the identification and localization of brain 

tumors. In contrast, the non-tumor dataset contains normal MRI scans without any pathological indicators. These datasets 
provide essential visual patterns and features that CNNs can automatically learn and extract, while SVMs can classify 

based on extracted features. By utilizing labeled medical imaging data, this dataset supports accurate and early diagnosis 

of brain tumors, enabling efficient training, testing, and validation of AI-driven diagnostic models. 

 

IV. METHODOLOGY 

 

4.1 Architecture 

The below figure-4.1 shows the BTP_CNN Architecture. The process begins with input training data and test data, 

consisting of brain MRI images. The training data undergoes a preprocessing stage where the images are resized, 

normalized, and enhanced to improve model performance. This is followed by two main phases within the prediction 

model. In Phase 1, data features are extracted and structured, while Phase 2 handles the classification tasks. The processed 

data is passed through a hybrid deep learning model composed of Convolutional Neural Network (CNN) for automatic 
feature extraction and Support Vector Machine (SVM) for classification. The model then evaluates the performance using 

accuracy metrics. Based on the classification results, the system determines whether the brain MRI scan is normal or 

shows the presence of a tumor. If no tumor is detected, the patient is labeled as safe; otherwise, further medical attention 

is suggested. This architecture supports efficient, accurate, and early detection of brain tumors, enhancing diagnostic 

workflows and aiding clinical decision-making.  

 

Fig: - 4.1 BTP_CNN Architecture 

Fig: -3.2.1 Tumor Dataset 

 

Fig: -3.2.2 Non-Tumor Dataset 
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Phase 1 

The Phase 1_BTP_CNN of the brain tumor detection framework, which includes both the Training Stage (Segmentation) 

and Test Stage (Detection). In the training stage, brain MRI images from the MRI database undergo image enhancement 

techniques as part of preprocessing to improve the quality and segmentation of the data. This processed data helps in 

building a robust model. In the test stage, a separate MRI dataset is input, which also undergoes preprocessing. The 

refined images are then passed through a pre-trained detection model for region detection, identifying potential tumor 

areas. The output from this phase is then fed into Phase 2 for further processing.  

 

Phase 2 

The Phase 2 of the brain tumor detection process, known as the Localization Stage. The input from Phase 1 is used for 

tumor localization, which focuses on identifying the specific region of the tumor. This phase consists of a Training Stage 
and a Testing Stage where the model learns and validates its predictions. Both CNN and SVM classifiers are used to 

evaluate the tumor detection with a focus on accuracy. Based on the output, the system determines if the MRI scan is 

normal. If the result is normal, the patient is labeled as Safe; otherwise, further action is taken, potentially looping back 

to Phase 1 for reassessment. 

 

4.1.1 CNN Architecture 

The below fig:-4.1.1 shows a tailored CNN architecture was designed to effectively capture the discriminative features 

associated with brain tumor classification from medical imaging data. The proposed CNN consists of a series of 

convolutional and pooling layers followed by fully connected layers. The network begins with an input layer that accepts 

images resized to a consistent dimension (e.g., 224×224×3 for RGB images). The initial convolutional layer employs a 

set of filters (e.g., 32 filters of size 3×3) with ReLU activation to extract low-level features such as edges and textures. 

This is followed by a max pooling layer (2×2) to reduce the spatial dimensions and enhance translation invariance.  
 

 

 

 

 

 

4.1.2 SVM  

The below fig: - 4.1.2 shows Support Vector Machines (SVM) Architecture are supervised learning models that are highly 

effective for classification tasks, particularly in high-dimensional spaces. SVM operates by identifying an optimal 
hyperplane that best separates the data points of different classes with the maximum possible margin. The idea is to 

transform the input features into a higher-dimensional space, using kernel function. If necessary, where a linear separator 

can be found. This margin-based approach enhances generalization, making SVM less prone to overfitting, especially 

when the number of features exceeds the number of samples. 

 

 

 

 

 

Fig: - 4.1.1 CNN Architecture 
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Fig: - 4.1.2 SVM Architecture 

 

4.2 Work Flow 

The below fig: -4.2 shows Workflow_BTP_CNN begins with MRI brain scans that are first preprocessed to enhance 
image quality. Feature extraction is then performed using two parallel methods: CNN-based automated extraction and 

handcrafted techniques. The CNN model learns deep features, while the SVM uses structured features for classification. 

Outputs from both models can be combined through optional decision fusion for improved accuracy. Finally, the system 

delivers a reliable brain tumor diagnosis based on the analyzed features. 

 

 
 

Fig: - 4.2 Work Flow_BTP_CNN 
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4.3 Use Case  

The Fig: - 4.3 represents the Use Case_BTP_CNN diagram. The interaction between a user and a brain tumor detection 

system using Convolutional Neural Networks (CNN). The user initiates the process by uploading an MRI image, which 

is then preprocessed to enhance image quality and remove noise. The system extracts critical features from the image 

using a CNN model, which helps in identifying patterns indicative of a tumor. Based on the extracted features, the system 

classifies the image as either tumor or non-tumor. Finally, the prediction is displayed to the user, and the results can be 

optionally stored in a connected database for further reference or future use.  

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig: - 4.3 Use Case_BTP_CNN 

 

V. RESULTS AND DISCUSSIONS 
 

5.1 Accuracy 

The below fig:-5.1 shows the Accuracy_BTP_CNN which can vary between runs due to several factors. Initially, a run 

might achieve an 86% accuracy, but subsequent training with different random weight initializations can lead to a model 

that converges more effectively, resulting in a 90% accuracy. Variations in how the data is split into training and validation 

sets may also influence performance by presenting the model with slightly different challenges each time. Moreover, 

small adjustments in hyperparameters—such as learning rate, number of epochs, or even slight changes in the model 

architecture—can further optimize the model’s learning process. The use of techniques like dropout introduces additional 

randomness that can affect the outcome of each training session. Differences in hardware or computational environments 

might also contribute to minor variations in floating-point calculations, impacting the final accuracy. Together, these 

factors illustrate why repeated runs on the same dataset can yield improved performance metrics. 
 

 

Fig:- 5.1 Accuracy_BTP_CNN 
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5.2 Results 

The below fig:- 5.2 shows the Graph_BTP_CNN. It comparative performance of a Convolutional Neural Network (CNN) 

and a Support Vector Machine (SVM) [10][11] over ten training epochs for brain tumor detection. Along the X-axis, each 

epoch represents one full pass through the training dataset, while the Y-axis shows the classification accuracy in 

percentage. The CNN’s accuracy (blue line) starts around 75% and steadily climbs above 90% by the final epoch, 

highlighting its effectiveness in learning complex features from MRI images. In contrast, the SVM’s accuracy (green 

line) initiates at around 70% and improves gradually to the mid-80% range, indicating a solid but less pronounced 

improvement compared to the CNN. Overall, the higher accuracy curve of the CNN underscores its superior ability to 

extract and utilize image-based features, while the SVM remains a viable method that can be further enhanced by 

leveraging CNN-extracted features.  
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Fig:- 5.2 Graph_BTP_CNN 
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VI. CONCLUSION 

 

Furthermore, the Brain Tumor Detection Using CNN and SVM project has the potential to revolutionize medical 

diagnostics by increasing the accuracy and speed of tumor detection. Early identification of brain tumors, particularly 

aggressive types, greatly improves the chances of successful treatment and better patient outcomes. By leveraging 

convolutional neural networks for deep feature extraction and support vector machines for high-precision classification, 

the system offers a reliable and scalable solution. This approach enables healthcare professionals to make faster, data-

driven decisions using advanced medical imaging analysis. 
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