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ABSTRACT: Speech emotion recognition has become a hot topic in the field of human-computer interaction. In order 

to improve the accuracy of emotion recognition, this paper proposes a new speech emotion recognition technology 

based on the combination of deep and shallow neural networks. First, the speech signal is preprocessed, then the 

parallel training sample set is established, and the Deep Belief Network (DBN) is used to automatically extract and 

recognize the speech emotion features. Finally, the shallow neural network is used to obtain the final recognition 

results. In order to evaluate the quality of the new method, we compared three systems to identify five emotions, and 

the experimental results show that the proposed method can effectively improve the accuracy of emotion recognition 

People are exchange information and emotions through speech. Emotion recognition from speech is used in many 

applications such as education, customer service, speech synthesis, medical analysis and forensics etc.The main aim of 

speech emotion recognition system is to predict the emotions correctly. 
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I. INTRODUCTION 

Speech Emotion Recognition (SER) is the process of extracting the speaker’s emotional state from the speech. This is 

used in various applications like call-center services to know the 

response of call attendant to a customer, in vehicles to know the psychological state of the person who is driving in 

order to avoid accidents, as a diagnosing tool to detect various disorders of patients in medical services, in Etutoring 

and story-telling applications to adapt according to the mood of the listeners, etc. The most important application of 

SER is in 

 

Teaching & Learning technologies. There is a rapid development in this field from the past few decades. The 

development in different technologies made the scientific analysis in education field easy. But whatever the learning 

and teaching methodology may be, the success in learning process depends mostly on the learners’ attitude towards the 

subject or career. In this context, many educationists or psychologists are being appointed in many educational 

institutes to motivate the students personally or group wise. But, the problem is to identify the emotions of the student 

when he/ she are present in the class/ library or in canteen speaking to fellow students. This task can be done using an 

SER system. 

 

II. RELATED WORK 
 

In [1] Conventional standard emotion recognition systems do not apply well for the analysis of true emotional state, 

mostly because in standard emotion analysis the emotional state of a person is recognised over the complete utterance 

considering that emotions are mutually exclusive where as in real time it can also be a combination of emotions with a 

concealed emotion. [2]. In this paper, a novel feature fusion of Teager Energy Operator (TEO) and Mel Frequency 

Cepstral Coefficients (MFCC), as Teager-MFCC (T-MFCC) feature extraction technique, is used to recognize the 

stressed emotions from speech signal. TEO is a non-linear feature of speech, basically designed to identify the stressed 

emotions. In [3] Speech emotion recognition has become a hot topic in the field of human computer interaction. In 

order to improve the accuracy of emotion recognition, this paper proposes a new speech emotion recognition 
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technology based on the combination of deep and shallow neural networks. First, the speech signal is pre-processed, 

then the parallel training sample set is established, and the Deep Belief Network (DBN) is used to automatically extract 

and recognize the speech emotion features.  [4] We study universal compression of sequences generated by monotonic 

distributions. We show that for a monotonic distribution over an alphabet of size, each probability parameter costs 

essentially bits, where is the coded sequence length, as long as. [5] For the sake of ameliorating the precision of speech 

emotion recognition, this paper put forward a new emotion recognition technique based on Deep Learning and Kernel 

Nonlinear PSVM (Proximal Support Vector Machine) to discern four fundamental human emotion (angry, joy, sadness, 

surprise). In [6] This paper proposes an ensemble classifier based on decision-fusion of multiple SER (Speech Emotion 

Recognition) models. The one of the multiple SER models used in this work is a typical categorical learning model for 

classifying the emotion labels, while the others are A/V (Arousal/Valence) models that recognize multiple A/V states 

based on the Russell’s A/V emotion space. 

III. PROPOSED ALGORITHM 

A. Design Considerations: 

 Convolutional layer: Identifies salient regions at intervals, length utterances that are variable and depicts the 

feature map sequence. 

 Activation layer: A non-linear Activation layer function is used as customary to the 

convolutional layer outputs. In this we have used corrected linear unit (ReLU) during our work. 

 Max Pooling layer: This layer enables options with the maximum value to the Dense layers. It helps to keep 

the variable length inputs to a fixed sized feature array. 

 Dense layer 

 

 

B. Description of the Proposed Algorithm: 

 Audio Feature Extraction and Visualizations. (module01) Characteristics extraction is required for 

classification and depiction. The audio signal is a 3D signal in which 3 axes indicate time, amplitude and frequency. 

We will use librosa to analyze and extract 

characteristics of any audio signal. (.load) function pulls an audio file and decrypts it into a 1D array which is of time 

series x, and SR is actually sampling rate of x. By default, SR is 22 kHz. Here I will show one audio file display with 

the use of (IPython.display) function. 

Librosa.display is important to represent the audio files in various forms i.e., wave plot, spectrogram and colormap. 

Wave plots use loudness of the audio at a particular time. Spectrogram displays various frequencies for a particular 

time with its amplitude. 

 To train the model for accuracy calculation. (module02) Within this module we train the model for accuracy 

estimations. 1 st, import necessary modules. Then pull the dataset. We will receive the sampling rate value with librosa 

packages and mfcc function. Thereafter this value holds other variables. Now audio files and mfcc value hold a variable 

consequently it will add a list. Then zip the list and hold two variables x & y. Then we have represented (x, y) shape 

values with the use of numpy package. International Journal of Psychosocial 14 Mar 2020 2414 

 Implementation process of CNN model. (module03) Speech represented in the form of image with 3 layers. 

While using CNN, do consider, 1st and 2nd derivatives of speech image with time and frequency. CNN can predict, 

analyze the speech data, CNN can learn from speeches and identify words or utterances. 

 Classification of speech emotions. (module04) When testing we provide the audio input. Next, we run the 

audio in order to hear with ipython.disply packages. Thereafter plot the audio features with librosa.display.waveplot 

packages. Extract the Characteristics using 

librosa.load. It converts one data frame and display structured form. Further it compares loaded model by predict 

function batch size 32. Ultimately it displays the output from the audio file what sort of expression/emotion that audio 

file has. 
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IV. RESULTS 

TABLE 1. TEST CASE 1 

Test 

case ID 

Test Case Test Case I/p Actual 

Result 

Expected 

Result 

Test Case 

Criteria(p/f) 

001 Model- Enter the wrong username or 

password click on submit 

Username or 

password 

Error 

comes 

Error should 

come 

P 

002 Enter the correct username and 

password click on submit button 

Username and 

password 

Accept Accept p 

  

TABLE 2. TEST CASE 2 

Test case 

ID 

Test Case Test Case I/p Actual 

Result 

Expected Result Test Case 

Criteria(p/f) 

001 Enter the number in username, 

Middle name, 

Last name  

Number Error 

Comes 

Error Should 

comes 

p 

001 Enter the character in username, 

Middle name, 

Last name field 

 

Character Accept Accept p 

002 Enter the invalid email id format 

in email field 

Kkgmail.com Error 

comes 

Error should 

come 

p 

002 Enter the valid email id format in 

email id field 

Kk@gmail.com Accept Accept p 

003 Enter the invalid digit no. in phone 

no. field 

99999 Error 

comes 

Error should 

come 

p 

003 Enter the 10-digit no. in phone no. 

field 

1234567890 Accept  Accept p 

 

TABLE 3. TEST CASE 3 

Test 

case ID 

Test Case Test Case I/p Actual Result Expected 

Result 

Test Case 

Criteria(p/f) 

001 Store CSV file CSV file CSV file store Error should 

come 

p 

002 Parse the CSV file for 

conversion 

Parsing File get Parse Accept p 

003 Attribute identification Check invalid 

Attribute 

Identify Attributes Accepted p 

004 Weight analysis Check Weight Analyze Weight of 

individual Attribute 

Accepted p 
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005 Tree Formation  Form them tree Formation Accepted p 

006 Cluster Evaluation Check 

Evaluation 

Should Check Cluster Accepted p 

007 Algorithm 

Performance 

Check 

Evaluation 

Should Work Algorithm 

Properly 

Accepted p 

008 Query Formation  Check Query 

Correction 

Should Check Query Accepted p 

 

FIG.1.  OUTPUT NO 1 

                          

FIGURE 2: OUTPUT NO 2 
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FIGURE 3: OUTPUT NO 3 

V. CONCLUSION AND FUTURE WORK 

In this paper, we propose a novel emotion recognition technique based on deep and shallow neural network to discern 

five human emotions. We have shown that it is possible to obtain a significant improvement using this method. In 

particular, it makes good use of the idea of using multiple DBNs to simultaneously automatically extract speech 

emotion features and identify emotion. But the way of human beings expressing emotions is diverse, it has the 

expression complexity and culture relative property. There are many limitations for only using speech to recognize 

emotion. So we can combine facial expression signal to recognize emotion. 
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