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ABSTRACT: Deep fakes are altered, high-quality, realistic videos/images that have lately gained popularity. Many 

incredible uses of this technology are being investigated. Malicious uses of fake videos, such as fake news, celebrity 

pornography videos and financial scams are currently on the rise in the digital world. As a result, celebrities, politicians, 

and other well-known persons are particularly vulnerable to the Deepfake detection challenge. Numerous research has 

been undertaken in recent years to understand how deepfakes functions and many deep learning-based algorithms to 

detect deep fake videos or pictures have been presented. This study comprehensively evaluates deep fake production and 

detection technologies based on several deep learning algorithms. In addition, the limits of current approaches and the 

availability of databased in society will be discussed. A deepfake detection systems that is both precise and automatic. 

Given the ease with which deep fake videos/images may be generated and shared, the lack of an effective deep fake 

detection system creates a serious problem for the world. However, there have been various attempts to address this issue, 

and deep learning-related solutions outperform traditional approaches. These capabilities are used to train a ResNext 

which learns to categorize if a video has been concer to manipulation or now no longer and is also capable of hit upon 

the temporal inconsistencies among frames presented by DF introduction tools. 
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I. INTRODUCTION 

Overview:  

The project is designed in a way that the user can be able to use it as simple as using a Mobile. Here the user will be 

opening the website and he will be uploading the video at him and he will be checking whether the video uploaded by 

him is a deep fake or not.  

 

About Project:  

This website will be used to identify weather the video is real or not simply we can say it as deepfake identification. It is 

a step by step process first the user who will be using the website will be displayed an box where he should choose a file 

to be uploaded. Then he should be selecting the sequence length mentioned there and then he should be uploading the 

file in website by clicking on the upload button. Then the video will be uploaded in the website. After the video uploading 

the website will be using the CNN and RNN algorithms where this kind of algorithms will be helpful in splitting the 

video frame by frame. This would be helping in identifying the fake videos. Thus the frame by frame splitting will be 

displayed as a result and it will be giving the final result yes or no in the form of the thumb up for yes and thumb down 

for no. 

II. RELATED WORK 

1. Deepfake video detection using recurrent neural networks 

In recent months a machine learning based free software tool has made it easy to create believable face swaps in videos 

that leaves few traces of manipulation, in what are known as "deepfake" videos. Scenarios where these realistic fake 

videos are used to create political distress, blackmail someone or fake terrorism events are easily envisioned. This paper 

proposes a temporal-aware pipeline to automatically detect deepfake videos. Our system uses a convolutional neural 

network (CNN) to extract frame-level features. These features are then used to train a recurrent neural network (RNN) 

that learns to classify if a video has been subject to manipulation or not. We evaluate our method against a large set of 

deepfake videos collected from multiple video websites. We show how our system can achieve competitive results in this 

task while using a simple architecture. 
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2. Face x-ray for more general face forgery detection 

In this paper we propose a novel image representation called face X-ray for detecting forgery in face images. The face 

X-ray of an input face image is a greyscale image that reveals whether the input image can be decomposed into the 

blending of two images from different sources. It does so by showing the blending boundary for a forged image and the 

absence of blending for a real image. We observe that most existing face manipulation methods share a common step: 

blending the altered face into an existing background image. For this reason, face X-ray provides an effective way for 

detecting forgery generated by most existing face manipulation algorithms. Face X-ray is general in the sense that it only 

assumes the existence of a blending step and does not rely on any knowledge of the artifacts associated with a specific 

face manipulation technique. Indeed, the algorithm for computing face X-ray can be trained without fake images 

generated by any of the state-of-the-art face manipulation methods. Extensive experiments show that face X-ray remains 

effective when applied to forgery generated by unseen face manipulation techniques, while most existing face forgery 

detection or deepfake detection algorithms experience a significant performance drop. 

 

3. Deepfakestack: A deep ensemble based learning technique for deepfake detection 

Recent advances in technology have made the deep learning (DL) models available for use in a wide variety of novel 

applications; for example, generative adversarial network (GAN) models are capable of producing hyper realistic images, 

speech, and even videos, such as the so-called “Deepfake” produced by GANs with manipulated audio and/or video clips, 
which are so realistic as to be indistinguishable from the real ones in human perception.  

Aside from innovative and legitimate applications, there are numerous nefarious or unlawful ways to use such counterfeit 

contents in propaganda, political campaigns, cybercrimes, extortion, etc. To meet the challenges posed by Deepfake 

multimedia, we propose a deep ensemble learning technique called DeepfakeStack for detecting such manipulated videos. 

The proposed technique combines a series of DL based state-of-art classification models and creates an improved 

composite classifier. Based on our experiments, it is shown that DeepfakeStack outperforms other classifiers by achieving 

an accuracy of 99.65% and AUROC of 1.0 score in detecting Deepfake. Therefore, our method provides a solid basis for 

building a Realtime Deepfake detector. 

 

4. Detecting deepfake videos using attribution based confidence metric 

Recent advances in generative adversarial networks have made detecting fake videos a challenging task. In this paper, 

we propose the application of the state-of-theart attribution based confidence (ABC) metric for detecting deepfake videos. 

The ABC metric does not require access to the training data or training the calibration model on the validation data. The 

ABC metric can be used to draw inferences even when only the trained model is available. Here, we utilize the ABC 

metric to characterize whether a video is original or fake. The deep learning model is trained only on original videos. The 

ABC metric uses the trained model to generate confidence values. For, original videos, the confidence values are greater 

than 0.94. 

III. METHODOLOGY 

A. Problem-Solving:  

By this detecting the deepfake in video we will be able to control the fraud and scams such as impersonating individuals 

in video calls to deceive others into transferring money or revealing sensitive information. Deepfakes can be used to 

create fake identities for malicious purposes, such as accessing restricted areas, committing crimes or impersonating 

someone for social engineering attacks. Deepfakes pose a threat to the integrity of evidence in legal proceedings, as they 

can be used to fabricate incriminating or exculpatory evidence, undermining the justice system. Deepfakes can be used 

to create convincing fake videos or audios of public figures, leading to the spread of false information and manipulation 

of public opinion. 

B. Proposed Work:  

“Why should we use deepfake detection using deep learning? 

✓  We provided a neural network-primarily based totally method to classify the video as deep fake or actual, at the 

side of the self-assurance of the proposed model. 

✓ Our approach does the frame stage detection the use of ResNext CNN and video class the use of LSTM. 

✓ In order to recognize fake videos & photos properly must be enhanced current. 

The proposed approach is successful in detecting the video as a deep fake or actual primarily based totally on the 

listed parameters in the paper. We consider that it'll offer a very excessive accuracy on actual time data. 
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C.  Architecture: 

 

Fig1: System Architecture 

 

D. Modules 

 

• Dataset: To built any machine learning and deep learning model we require a real-world data. First we collected 

data from different platform like Kaggle's Deepfake Detection challenge, Celeb-DF[8], Face Forensic. Kaggle’s 
DeepFake detection challenge contains 3000 videos in which 50% data is real and 50% is manipulated data. Celeb-

DF contains the videos of some famous celebrities and there are a total of 1000 videos in which 500 are real and 500 

are manipulated videos Face Forensic ++ dataset contains a total of 2000 videos of which 1000 are real and the 

remaining are manipulated. Further all this three datasets are merged together and passed to the pre-processing of 

data. 

 

• Data Pre-processing: Pre-processing of data is a very important part as by doing pre-processing we actually try to 

get some important information from the data. We eliminate unnecessary data from original data. Splitting the movie 

into frames is part of the dataset pre-processing. Face detection is then performed, and the frame with the detected 

face is cropped. To preserve consistency in the number of frames, the mean of the video dataset is determined, and 

a new processed face cropped dataset containing the frames equal to the mean is constructed. During pre-processing, 

frames that do not include faces are ignored. Processing a 10-second movie at 30 frames per second, or 300 frames 

in total, will necessitate a significant amount of CPU power. So, for the sake of experimentation, we propose using 

only the first 100 frames to train the model. 

 

• Model:The model is made up of resnext50 32x4d and one LSTM layer. The Data Loader loads the pre-processed 

face cropped films and divides them into two groups: train and test. In addition, the frames from the processed videos 

are supplied to the model in tiny batches for training and testing.  

 

• ResNextCNN for Feature Extraction: We propose using the ResNext CNN classifier for extracting features and 

reliably recognizing frame-level characteristics instead of rewriting the classifier. Following that, we'll fine-tune the 

network by adding extra layers as needed and setting a correct learning rate to ensure that the gradient descent of the 

model is properly converged. LSTM for Sequence Processing: Assume a 2-node neural network with the 

probabilities of the sequence being part of a deep fake video or an untampered video as input and a sequence of 

ResNext CNN feature vectors of input frames as output. The main problem that we must solve is the design of a 
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model that can recursively process a sequence in a meaningful way. For this task, we propose using a 2048 LSTM 

unit with a 0.4 likelihood of dropping out, which is capable of achieving our goal. The LSTM is used to analyze the 

frames sequentially in order to do a temporal analysis of the video by comparing the frame at‘t’ second with the 

frame at‘t’ second.  

 

• Predict: The trained model is given a new video to forecast. A fresh video is also pre-processed to incorporate the 

trained model's format. The video is divided into frames, then face cropped, and instead of keeping the video locally, 

the cropped frames are sent immediately to the trained model for identification. 

IV. EXPERIMENTAL RESULT 

 

           Fig 4.1 The above figure will be showing the video uploading webpage 

 

 
Fig 4.2 In this above figure it will be showing the uploading process. 
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Fig 4.3 In the above figure will be showing the uploaded video image splitting and the result. 

 

V. CONCLUSION AND FUTURE WORK 

  Various researchers have created a number of deep-learning approaches for deep fake images and videos. Due to 

the extensive availability of photographs and videos in social media material, deep fakes had grown in popularity. This 

is especially crucial in social networking sites that make it simple for users to spread and share such fake information. 

Numerous deep learning-based approaches have recently been put out to deal with this problem and effectively identify 

fake images and videos. The first section discussed the existing programs and technologies that are extensively used to 

make fake photos and videos. And in the second section discuss the different type of techniques that are used for deep 

fake images and videos. Also, provide details of available datasets and evaluation metrics that are used for deep fake 

detection. Despite the fact that deep learning has done well in detecting deep fakes, the quality of deep fakes has been 

increasing. In order to recognize fake videos & photos properly must be enhanced current deep learning approaches.  

 

 We provided a neural network-primarily based totally method to classify the video as deep fake or actual, at the 

side of the self-assurance of the proposed model. Our approach does the frame stage detection the use of ResNext CNN 

and video class the use of LSTM. The proposed approach is successful in detecting the video as a deep fake or actual 

primarily based totally on the listed parameters in the paper. We consider that it'll offer a very excessive accuracy on 

actual time data. 
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