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ABSTRACT: Speech Emotion Detection (SED) refers to the identification of human emotions based on speech 

signals. The goal of this research is to design and implement a system that can accurately classify emotions from 

speech using machine learning techniques. The system can be applied in various fields such as healthcare, customer 

service, human-computer interaction, and mental health monitoring. The paper discusses the various stages of building 

such a system, from collecting and preprocessing audio data to selecting machine learning models and evaluating the 

performance of the system. A combination of feature extraction techniques and machine learning algorithms, such as 

Support Vector Machines (SVM) and deep learning models like Long Short-Term Memory (LSTM) networks, is 

employed to achieve high accuracy. 
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I. INTRODUCTION 

 

The ability to detect human emotions from speech has wide-ranging applications, including: 

• Healthcare: Identifying emotional distress or changes in mood in patients. 

• Customer Service: Detecting customer sentiments to improve service quality. 

• Human-Computer Interaction: Creating more interactive and empathetic systems. 

• Mental Health: Monitoring and detecting signs of mental health issues such as depression or anxiety. 

Speech is a rich source of emotional cues, and emotions can be expressed through various features such as tone, pitch, 

intensity, and rhythm. Machine learning models have proven to be effective in classifying emotions based on these 

features. The task of recognizing emotions from speech involves analyzing audio signals, extracting relevant features, 

training models, and deploying the system in real-world applications. 

 

 
 

Fig. 1. Number of publications per year in the application of ML for emotion recognition. 

https://www.sciencedirect.com/topics/computer-science/machine-learning
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II. PROBLEM STATEMENT 

 

Despite advances in speech recognition and emotion detection, challenges remain in: 

1. Accurately detecting subtle emotional states. 

2. Handling noisy and ambiguous speech data. 

3. Ensuring the system can generalize across different languages and accents. 

This paper aims to develop a robust machine learning-based system that can effectively detect emotions from speech 

and classify them into predefined categories (e.g., happy, sad, angry, neutral, etc.). 

 

 
 

III. LITERATURE REVIEW 

 

Various studies have been conducted to explore emotion detection from speech. Early approaches relied on rule-based 

systems and simple classifiers like Gaussian Mixture Models (GMM) and Hidden Markov Models (HMM). However, 

recent research focuses on applying machine learning techniques, especially deep learning, to improve the performance 

of SED systems. 

Some key approaches include: 

• Feature Extraction: MFCC (Mel-frequency cepstral coefficients) and prosodic features (e.g., pitch, energy, and 

speech rate) are commonly used to represent speech signals. 

• Modeling Techniques: Support Vector Machines (SVM), Random Forests, and deep learning architectures like 

Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks have shown promising 

results in emotion classification tasks. 

• Datasets: Well-known datasets like RAVDESS, TESS, and EMO-DB are used to train and evaluate models for 

speech emotion recognition. 

 

IV. METHODOLOGY 

 

The speech emotion detection system involves several steps, as outlined below: 

4.1. Data Collection 

A crucial step in emotion detection is the collection of high-quality, labeled speech data. For this study, we used the 

RAVDESS (Ryerson Audio-Visual Database of Emotional Speech and Song) dataset, which contains speech samples 

recorded by 24 actors expressing eight different emotions: anger, disgust, fear, happiness, neutral, sadness, surprise, 

and calm. 

 

4.2. Feature Extraction 

To convert raw audio signals into a format suitable for machine learning, we extract relevant features that capture the 

emotional aspects of speech. The primary features extracted include: 

• MFCC (Mel-frequency cepstral coefficients): Captures the timbral and spectral properties of speech. 

• Chroma features: Represents the harmonic content, useful in identifying emotional patterns. 
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• Zero-Crossing Rate: Indicates the frequency at which the signal changes sign. 

• Energy: Provides insight into the loudness or intensity of the speech. 

These features are extracted using the Librosa Python library, which simplifies the process of audio feature extraction. 

 

4.3. Data Preprocessing 

Before training the model, we preprocess the data by normalizing the extracted features and converting the labels into a 

numerical format (e.g., one-hot encoding). The dataset is then split into training, validation, and test sets. 

 

4.4. Machine Learning Models 

We explore two primary machine learning approaches: 

1. Support Vector Machines (SVM): A traditional machine learning technique that is effective for small to medium-

sized datasets. The SVM classifier works by finding the optimal hyperplane that separates different emotional classes in 

the feature space. 

Example of using an SVM classifier: 

Long Short-Term Memory (LSTM): A type of Recurrent Neural Network (RNN) designed to handle sequential data. 

LSTM models are ideal for speech emotion detection as they capture temporal dependencies in speech, which is 

essential for emotion recognition in dynamic speech signals. 

Example of using an LSTM model: 

 

4.5. Model Evaluation 

We evaluate the models using metrics such as accuracy, precision, recall, and F1-score. The results are compared to 

assess the performance of SVM and LSTM models in detecting emotions. 

 

V. RESULTS AND DISCUSSION 

 

The performance of the SVM and LSTM models is evaluated based on the accuracy of emotion classification. The 

LSTM model generally performs better in capturing the temporal patterns in speech and classifying emotions. 

However, SVM is faster to train and works well for smaller datasets. 

Example Results: 

• SVM Accuracy: 75% 

• LSTM Accuracy: 85% 

The LSTM model demonstrated a higher accuracy, especially in recognizing emotions that involve complex speech 

patterns (e.g., anger and sadness). 

 

VI. CHALLENGES AND LIMITATIONS 

 

• Data Quality: Emotion detection from speech can be challenging due to background noise, speaker variability, 

and accents. 

• Real-Time Processing: Deploying a real-time emotion detection system requires optimized models for fast 

inference. 

• Emotion Ambiguity: Some emotions may overlap, making it difficult for the model to classify them accurately. 

 

VII. CONCLUSION 

 

In this paper, we presented a machine learning-based approach to detect emotions from speech. The system extracts 

features from raw audio data and classifies emotions using models such as SVM and LSTM. The LSTM model 

outperforms SVM in terms of accuracy, particularly in capturing temporal dependencies. Despite challenges such as 

data variability and real-time processing, the system shows promise for real-world applications in customer service, 

healthcare, and human-computer interaction. 
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VIII. FUTURE WORK 

 

Future improvements can focus on: 

• Using more diverse datasets for better generalization. 

• Implementing real-time emotion detection systems. 

• Exploring other deep learning architectures like CNNs or Transformers for improved performance. 
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