
 

 

International Journal of Innovative Research in 

Computer and Communication Engineering 
(A Monthly, Peer Reviewed, Refereed, Scholarly Indexed, Open Access Journal) 

 
 

         Impact Factor: 8.771 Volume 13, Issue 4, April 2025 
 

 



© 2025 IJIRCCE | Volume 13, Issue 4, April 2025|                                        DOI: 10.15680/IJIRCCE.2025.1304136 

 
 

IJIRCCE©2025                                                       |     An ISO 9001:2008 Certified Journal   |                                                   8949 

Accurate Face Recognition System using VGG Net 
 

M.Yukthesh
1
, K.Sowmya Sri

2
, A.Sowmya

3
, N.Saketh

4
, A.Vijaya Matha

5
 

UG Students, Dept. of CSE-DS., SRK Institute of Technology, Enikepadu, Vijayawada, AP, India1,2,3,4 

Assistant Professor, Dept. of CSE-DS., SRK Institute of Technology, Enikepadu, Vijayawada, AP, India5 

 
ABSTRACT: The AI-Based Facial Recognition System project aims to develop a state-of-the-art solution capable of 

identifying individuals in real-time through facial recognition technology. By leveraging advanced computer vision 

algorithms and machine learning techniques, the system will be able to accurately detect, analyze, and match facial 

features against a database of known identities. This system can be used in various applications, including security, access 

control, law enforcement, and personalized services. The primary objective of this project is to build a robust, high-

accuracy facial recognition model that operates in real-time and can handle diverse environments, lighting conditions, 

and angles. The system will utilize deep learning techniques, particularly Convolutional Neural Networks (CNNs), for 

feature extraction and face matching. Additionally, the system will be optimized to ensure fast processing times, making 

it suitable for deployment in security cameras, mobile devices, and other surveillance platforms. 

 

KEYWORDS: Real-Time Facial Recognition, Convolutional Neural Networks (CNNs), Feature Matching, Bias 
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I. INTRODUCTION 

 

Face recognition is a technology capable of identifying or verifying a person from a digital image or a video frame. It is 

one of the most widely used biometric technologies and has evolved significantly over the years. Face recognition systems 

work by analyzing the unique features of an individual's face such as the distance between the eyes, nose, and mouth, the 

shape of the jawline, and other distinctive characteristics. This technology is utilized in various sectors, including security, 

retail, healthcare, and even entertainment. 

 

The concept of face recognition dates back to the early 1960s when it was first researched as a part of computer vision 

and pattern recognition studies. Over the years, advancements in machine learning, especially deep learning, have 
significantly improved the accuracy and reliability of these systems. 

 

The paper is structured as follows: Section II discusses related work, highlighting previous studies in ML-based fraud 

transaction. Section III provides a detailed background on the algorithms used in the project. Section IV introduces the 

proposed system, detailing the methodology and model architecture. Section V presents comparative results using 

graphical visualizations, and Section VI concludes the study with insights and future research directions. 

 

II. RELATED WORKS 

 

Face recognition is a field of study that has evolved rapidly, with significant milestones marking its progress. The early 

research in face recognition began in the 1960s when Woodrow Wilson and his colleagues at IBM developed one of the 
first algorithms for identifying faces. These early algorithms were based on geometrical methods, where the focus was 

on extracting key facial features like the eyes, nose, and mouth to create a mathematical representation of the face. 

 

In the 1980s and 1990s, the focus shifted towards more sophisticated techniques, such as eigenfaces, which were based 

on Principal Component Analysis (PCA). PCA allowed for the reduction of dimensionality in face data, enabling more 

efficient processing. Eigenfaces were effective for face recognition, but they struggled with challenges such as variations 

in lighting and facial expressions. 

 

With the advent of machine learning in the late 1990s and early 2000s, the field saw a significant leap in face recognition 

performance. Methods like Linear Discriminant Analysis (LDA) and Support Vector Machines (SVMs) were applied to 
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face recognition tasks, providing better accuracy and robustness compared to earlier methods. However, the need for 

better handling of facial variations and high-quality feature extraction was still present. 

 

S.no Paper Information  Description Limitations/Inference 

1.  Tony Gwyn, Kaushik Roy, 

Mustafa Atay (2021) Face 

Recognition Using Popular Deep 

Net Architectures: A Brief 

Comparative Study  

Future Internet  

 

This research provides an in-depth 

analysis of various deep learning-

based facial recognition 

technologies. It emphasizes the 

growing importance of facial 

biometrics as a secondary level of 

user authentication, augmenting 

traditional username/password 

methods.  
 

The study is limited by its 

reliance on dataset quality, high 

computational needs, and lack of 

focus on real-world challenges 

like lighting, pose variations, and 

security threats such as spoofing 

attacks. 

 

2. Bendjillali Ridha Ilyas; 

Tadjeddine Ali Abderrazak; 

Bendelhoum Mohamed Sofiane; 

Boukenadil Bahidja; Houam 

Imane; Kamline Miloud (2023) 
A Robust-Facial Expressions 

Recognition System using Deep 

Learning Architectures 

IEEE 

 

The paper focuses on developing a 

system for recognizing facial 

expressions using advanced deep 

learning techniques. The authors 

explore various architectures to 
enhance the accuracy and 

robustness of facial expression 

recognition, addressing challenges 

such as variations in lighting, 

occlusions, and facial poses.  

 

 The system may face challenges 

with occlusions (e.g., masks or 

glasses), variations in lighting, 

and diverse facial poses, which 

can affect recognition accuracy. 
Additionally, the computational 

demands of deep learning 

architectures can be a barrier for 

real-time applications. 

 

3. Nashwan Saleh Ali, Alaa Fares 
Alsafo ,Hiba Dhiya Ali, Mustafa 

Sabah Taha (2024) 

 

An Effective Face Detection and 

Recognition Model Based on 

Improved YOLO v3 and VGG 16 

Networks 

International Journal of 

Computational Methods and 

Experimental Measurements 

The study presents a model that 
combines the YOLO v3 algorithm 

for face detection and VGG-16 

networks for face recognition. It 

addresses challenges such as 

variations in lighting, posture, and 

background environments, which 

often impact recognition accuracy.  

 

The model's performance is 
heavily reliant on the quality and 

diversity of the datasets used for 

training.High-end hardware is 

required for training and 

inference, which may limit its 

accessibility for resource-

constrained environments. 

The paper does not extensively 

address issues like occlusions, 

extreme lighting conditions, or 

dynamic poses in real-world 
applications. 

 

 

4.  Mrs. Shruthi T V, H P Ruthvik, R 

C Amith, Darshan M, Goutham D 

(2024). Age-Invariant Face 

Recognition Using FaceNet and 

Multi-task Cascaded 

Convolutional Networks 

(MTCNN) International Journal 

This research introduces a solution 

combining FaceNet with MTCNN 

to achieve accurate face 

recognition across different age 

groups. MTCNN is used for face 

detection and alignment, while 

FaceNet extracts distinctive 

features for recognition. 

The study does not incorporate 

VGG16 or the HaarCascade 

detection method, nor does it 

focus on blind face recognition 

scenarios. 
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of scientific Research in 
engineering and management 

 

5. M. Zain Abbas, Junaid Baber, 

Maheen Bakhtyar, Ihsanullah, and 

Waheed Noor (2023) 

Evaluation of Face Detectors for 

Face Recognition. 

PJEST 

h 

This paper compares the 

performance of three face 

detection models—Dlib, 

MTCNN, and FaceNet—in terms 

of detection speed and accuracy 

across various image resolutions.  

The research does not include 

VGG16 or HaarCascade in its 

evaluation and does not 

specifically focus on blind face 

recognition scenarios. 

 

III. BACKGROUND 

 

1.Machine Learning Models 

1.1 SUPPORT VECTOR MACHINES(SVM) 

 

 
                                                                    

Fig1: support vector machine 

 
Figure 1This architecture illustrates a standard machine learning workflow for a classification and Regression tasks. A 

Support Vector Machine (SVM) diagram typically visualizes a hyperplane (or a set of hyperplanes) that separates data 

points into different classes, maximizing the margin between the closest data points of each class, which are called support 

vectors.  

Here it works: 

Before feeding images to the SVM, relevant features are extracted from the facial images. These features aim to capture 

the unique characteristics of each face. Common techniques include:  

o Pixel intensity values: Treating the raw pixel values as features. 

o Principal Component Analysis (PCA): Reducing the dimensionality of the image data while retaining 

the most important variance. 

 The extracted features from a database of labeled facial images (where each image is associated with a specific 
person) are used to train the SVM.  

 Binary Classification: At its core, a standard SVM is a binary classifier. For face recognition (which is typically 

a multi-class problem – identifying one person out of many), different strategies are employed:  

 One-vs-All (OVA) or One-vs-Rest: For each person in the database, an individual SVM classifier is trained. 

This classifier learns to distinguish the images of that specific person (positive class) from all other facial images 

(negative class). 

 One-vs-One (OVO): A binary SVM classifier is trained for every pair of individuals in the database. 
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1.2 Convolutional Neural network 

 

 
     

A Convolutional Neural Network (CNN) plays a crucial role in a face recognition system by automatically learning 

hierarchical features directly from raw pixel data of face images. Convolutional Neural Networks (CNNs) are the 
backbone of modern face recognition systems. They work by automatically learning hierarchical features directly from 

raw pixel data of face images. Initially, convolutional layers use learnable filters to extract basic visual features like edges 

and corners. Subsequent convolutional layers build upon these, detecting more complex patterns like eyes, noses, and 

mouths. Pooling layers reduce dimensionality and provide some translation invariance. This process culminates in fully 

connected layers that generate a unique feature vector, a numerical representation or "fingerprint" of the face. 

 

This extracted feature vector is then used for either identifying the person from a database (face identification) or 

verifying if two face images belong to the same individual (face verification). In identification, the vector is compared to 

stored vectors of known individuals, and the closest match is identified. 

 

3.Dataset 

 

 
 

Table 1: The table summarizes key features commonly used in facial recognition datasets for VGG-based models. Each 

data sample typically includes an RGB face image (224x224x3) along with an identity label to distinguish individuals. 

Preprocessing involves detecting and cropping the face using bounding boxes and aligning it with facial landmarks. The 

images are then normalized and augmented through various techniques like flipping and rotation. A high-dimensional 

feature vector (embedding) is extracted to represent facial identity. Additional metadata, such as the dataset source, helps 
track the origin of the data used in training or evaluation. 
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IV. PROPOSED SYSTEM 

 

1.Architechture 

 
 

Fig5 VGG Architecture 

 

VGG ARCHITECTURE: 

The provided Architecture illustrates a face recognition architecture based on the VGG model. The process begins with 

a dataset, specifically the Labeled Faces in the Wild (LFW) dataset, which contains a collection of facial images. This 

dataset undergoes a preprocessing technique to prepare the images for the subsequent steps. Following preprocessing, 

the data is split into two subsets: a larger portion (80%) is used for training the face recognition model, and a smaller 
portion (20%) is reserved for testing its performance. 

 

The core of the architecture is the "FR_VGG Model," which stands for Face Recognition using the VGG (Visual 

Geometry Group) convolutional neural network. This model consists of several layers, starting with an input layer that 

receives the preprocessed facial images. These images are then passed through a series of convolutional layers, which 

are responsible for extracting hierarchical features from the input. Each convolutional layer is typically followed by a 

pooling layer, which reduces the dimensionality of the feature maps, making the model more robust to variations in 

position and scale. 

 

After the convolutional and pooling layers, the extracted features are fed into fully connected layers. These layers perform 

the final classification or representation learning for face recognition. The output of the fully connected layers often 

serves as a feature vector or embedding that uniquely represents each face. This feature representation is then used for 
comparison or matching against other face embeddings. 

 

Finally, the architecture incorporates a "Predicted model" which utilizes Support Vector Machines (SVM) or Linear 

Discriminant Analysis (LDA) for the actual face recognition task. The feature vectors generated by the FR_VGG model 

are fed into the SVM/LDA classifier, which determines whether a given input face matches a known identity or not, 

resulting in a "Result Match/No match." This entire pipeline demonstrates a common approach in modern face 

recognition systems, leveraging the powerful feature extraction capabilities of deep convolutional neural networks like 

VGG combined with traditional machine learning classifiers for identification or verification. 
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2. Workflow 

 

 
Fig 6:Preprocess Workflow 

 

 Input: This is where the raw data enters the network. In the context of image processing, this would typically be n image 
represented as a multi-dimensional array of pixel values (e.g., height x width x color channels like(RGB). 

Convolutional Layer: This is the core building block of a CNN.It applies a set of learnable filters (also known as kernels) 

across the input image.Each filter slides (convolves) across the image, performing element-wise multiplication between 

the filter's weights and a small region of the input. 

ReLU Layer (Activation function): ReLU stands for Rectified Linear Unit.This layer applies a non-linear activation 

function to each element of the feature maps produced by the convolutional layer. 

Pooling Layer (Max pooling 2x2, Reduce dimensionality): Pooling layers are used to reduce the spatial dimensions (width 

and height) of the feature maps. This helps to reduce the number of parameters and computations in the network, making 

it more efficient and less prone to overfitting. Max pooling is a common type of pooling. In the case of "Max pooling 

2x2," a 2x2 window is slid across the input feature map. 

 

Full Connection Layer (Flattened into 1d vector): Before feeding the features into a traditional neural network for 
classification or regression, the multi-dimensional feature maps from the pooling layer are flattened into a single one-

dimensional vector. 

 

V. COMPARITIVE ANALYSIS AND RESULTS 

 

1.Comparitive Analytic table 

 

 

Table2: Different model evaluations 

 

 Model Name Accuracy(%) Precision(%) F1_Score(%) 

1 VGG Net 95 94 93.5 

2 Eigen faces 85 82 81 

3 Face net 94 92 93 

4 Support Vector 

Machine 

80 87.9 0.68-0.88 

5 Linear 
Discriminant 

analysis 

70 0.75-0.8 o.55 
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Table 2 From the table, we can observe that VGG Net performs competitively, though FaceNet and SVM,LDA slightly 

outperform it in terms of accuracy and F1-score. However, VGG Net strikes a good balance between performance and 

computational efficiency, making it a viable option for face recognition tasks with moderate computational resources. 

 

2.Results: 

2.1 Accuracy 

 

 
 

Fig7: Accuracy % 

 

Fig The comparative analysis shows that VGG Net performs best among the five facial recognition models, with the 
highest accuracy (95%), precision (94%), and F1 score (93.5%). Face Net closely follows with similarly high ++scores. 

Traditional methods like Eigen Faces, SVM, and LDA show lower performance, with LDA being the least effective. 

Overall, deep learning models significantly outperform classical approaches in facial recognition tasks. 

 

VI. CONCLUSION 

 

Face recognition technology, powered by deep learning algorithms such as VGG Net, has made significant strides in 

recent years, offering high accuracy and practical utility across a wide range of applications. This study focused on the 

implementation, challenges, and future potential of VGG Net for accurate face recognition. The following sections 

summarize the findings, highlight the contributions of the study, and provide final remarks on the future of face 

recognition technology. 
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