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ABSTRACT: Generative Adversarial Networks (GANs) represent Al algorithms consisting of a generator and a
discriminator, trained simultaneously through adversarial training, with significant applications in medical imaging.
They generate synthetic medical images, enhance data quality, and aid in image segmentation, disease detection, and
synthesis, thus improving diagnostics and training for medical professionals. This study reviews GAN applications,
algorithms, datasets, recent advancements, and challenges in medical imaging, providing a comprehensive overview
and future research directions.

KEYWORDS: Generative Adversarial Networks, Medical Imaging, Medical Image Enhancement, Medical Image
Augmentation, Medical Image Segmentation.

I. INTRODUCTION

Generative Adversarial Networks (GANs) generate realistic images by training two neural networks in parallel. GANs
generate instances using probability distributions, excelling at creating detailed visuals and offering unique research
opportunities due to their game theory foundation. GANs in medical imaging improve diagnostics and image quality by
generating high-quality images from limited datasets. In medical imaging, Pix2Pix enhances resolution and denoises
images, UNIT GAN enables cross-modal image fusion, and ProGAN produces high- resolution images critical for
diagnostics and healthcare research. GANs in medical imaging have significantly enhanced image quality and diversity,
enabling better analysis and diagnosis.
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FIGURE-1. Basic workflow of GAN in medical imaging
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These algorithms involve a generator producing synthetic medical images from noise and a discriminator
distinguishing between real and generated images. They refine output iteratively, supporting applications like
augmentation, synthesis, classification, and segmentation. GANs address data limitations, improve diagnostic precision,
and support machine learning in healthcare. Recent advancements include CycleGAN for imagetranslation, PGAN for
progressive training and SAGAN for enhanced region focus, showcasing their evolution and expanding applications in
medical imaging. GANs in medical imaging leverage advancements like CycleGAN and PGAN to improve
diagnostic precision, address data limitations, and expand applications inimage synthesis, anomaly detection, and
complex data synthesis, marking a significant evolution in healthcare technology.
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. TABLEL. Comparative Analysis of Recent GANs Surveys in Medical Imaging.

v (Focused on
Segmentation)

7 v (Focused on / X(Only Future
@ Augmentation) X % * Work )

APPLICATIONS OF GANS IN MEDICAL IMAGING

Generative Adversarial Networks in healthcare Imaging generate synthetic images, enhance resolution, perform cross-
modal transformations, and aid in image analysis and segmentation, improving diagnostic precision and clinical
decision-making.

A.SEGMENTATION

Segmentation in medical imaging enhances picture reconstruction, enables multi-modal fusion, and improvesdiagnostic
accuracy.
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FIGURE-2. The figure shows various applications, including Segmentation, Reconstruction, Detection,
Classification, Augmentation, Registration, and Image Synthesis of GAN in medical diagnostics imaging.

B. RECONSTRUCTION
In image reconstruction enhances image quality from degraded data, crucial for tasks like super-resolution imaging and
denoising in medical scans, supporting accurate diagnosis and analysis.

C. DETECTION
Generative Adversarial Networks in healthcare imaging detect medical conditions by generating synthetic images for
comparison, enhancing early disease detection accuracy and improving patient outcomes, as illustrated in Table 4.

D. CLASSIFICATION

Generative Adversarial Networks indirectly aid image classification by diversifying training data, aligning domain
distributions, enhancing image quality, detecting anomalies, and providing unlabeled samples, thereby boosting
classifier accuracy and adaptability across applications.

E. AUGMENTATION

In medical image analysis, augmentation entails using transformations such as rotation and scaling toincrease dataset
variability, which is essential for developing effective machine learning models for disease detection and classification.
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Ref. Description

Du et al. Ei] Proposed T-GANS, utilizing deep learning to enhance low-resolution medical images. Particularly in low-field MRI.
which focuses on preserving texture details.

Wang et al. @ Introduced TRCT-GAN, a GAN network designed to recreate new chest CT volumes using biplane X-ray pictures.
It utilizes a Transformer network module and a dynamic attention module to boost the feature representation and
contextual association .

Mishra et al. [Pﬁ] An approach for synthesizing visual stimuli from EEG data, focusing on images of objects, digits, and characters,
was introduced. The proposed architecture combines an attention and auxiliary classifier-based GAN.

Jiang et al. m] presented a Generative Adversarial Network (PLA-GAN) based on Proximal Linear ADMM framework for Low-
dose Computed Tomography (LDCT) reconstruction .

Ramanathanetal.  Introduced Low-Dose CT image reconstruction using an autoencoder network with vector quantization 1s a novel

[38] method .

TABLE -2. Application of GANs in Medical Image Reconstruction.

Ref. Description

Guan ef al. @] Proposed lesion detection case studies in medical imaging 1s efficiently achieved through the practical application of
the Texture-Constrained Multichannel Progressive Generative Adversarial Network (TMP-GAN). By utilizing joint
training across multiple channels, TMP-GAN successfully overcomes the typical drawbacks of current-generation

methods.
Srivastav e al.  Highlighted the extensive integration of deep learning in medical diagnostics, specifically in pneumonia detection
@ through the utilization of chest X-ray images. This involves the application of transfer learning, employing the VGG-

16 model, and incorporating synthetic image augmentation through GANs.

Zhang et al. [@] The challenges in detecting lesions in computed tomography (CT) images, such as image quality degradation,
noise interference, complex lesion shapes, and indistinct object-background differentiation. The authors suggest a
symmetrical GAN detection network grounded on a one-stage network for detection. They employ the Deep Lesion
dataset to overcome data limitations commonly encountered in medical datasets.

Vashisht et al.  Highlighted Alzheimer's disease detection with MRI scans, focusing on classifying it into four categories: healthy,

@ very mild demented. mild demented. and moderately demented. The study utilizes deep learning algorithms, with
CNN as the base model, augmented with GAN-generated data.

Reddy et al. [44]  Application of GANs to augment small and fragmented medical image datasets, particularly for brain tumor detection,
aiming to improve the CNN model accuracy in diagnosing brain tumors was introduced.

Liu et al. &5_] Introduced Skip-Attention GAN (SAGAN), an anomaly detection network that enhances the accuracy of latent image
representations by incorporating attention modules to capture local information and employs depth-wise separable
convolutions to reduce model parameters .

TABLE- 3. Application of GANs in Medical Image Detection

Ref. Description

Jeong er al. @ Presented the utilization of GANs in medical image analysis, highlighting their relevance and potential in addressing
limited dataset sizes and class imbalances.

Tan et al. |14_§] Demonstrated the effectiveness of incorporating GANs with an attentional mechanism in the augmentation of

o ultrasound data for the classification of idiopathic inflammatory myopathies (IIMs) . ) »
Alrashedy er al.  Introduced BrainGAN, a framework utilizing Generative Adversarial Networks to produce and classify brain MRI
images.

Mao er al. EO] Introduced an innovative semi-supervised classification algorithm for medical imaging. named Pseudo-Labeling
Generative Adversarial Networks (PLGAN). Enhancing the training set. The algorithm incorporates MixMatch,
contrastive learning, self-attention mechanisms, and cyclic consistency loss to improve classification performance

Chen et al. @ Introduced TW-GAN, a novel approach for automatic artery/vein (A/V) retinal image classification. TW-GAN
integrates vessel width and topology connectivity details into a deep-learning framework.

Teodoro er al.  Presented EfficientAttentionNet, a CNN architecture designed for early identification of skin lesions, distinguishing
@ between melanoma and non-melanoma. The model incorporates pre-processing, GAN-generated synthetic images.
and a mask-based attention mechanism, demonstrating promising potential as a reference for future research.

TABLE -4. Application of GAN in Medical Image Classification

F. REGISTRATION

In medical imaging, image registration synchronizes multiple images for spatial correspondence and facilitates multi-
modal fusion and disease tracking. GANs enhance registration accuracy by generating synthetic images, aiding in
precise image-guided therapies and treatments.
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G. IMAGE GENERATION
Medical Image Generation using GANs generates synthetic images resembling real patient data, crucial for diverse,
privacy-compliant datasets and enhancing diagnostic and research capabilities in medical imaging.

DATASETS, EVALUATION METRICS AND PREPROCESSING METHOD

This section explores into essential aspects of GAN applications in medical imaging. It discusses popular datasets like
MC, CORN-2, and BraTs2019, crucial for training GANSs across diverse medical imaging domains such as multimedia
and brain tumour detection. These datasets ensure robust training and generalization of GAN models. Evaluation
metrics for GAN performance vary widely across fields, highlighting this section examines the necessity for
standardized criteria to enhance assessment consistency. Various pre-processing approaches like image cropping,
random flipping, normalization, and contrast enhancement are essential in GAN frameworks to optimize training
efficiency and improve image quality.

EXPLORING POPULAR GAN VARIANTS

This section explores various applications of Generative Adversarial Networks in medical imaging, encompassing
image segmentation, registration, anomaly detection, data augmentation, synthesis, super- resolution, and more, each
tied to specific GAN models like DCGAN, SRGAN, Pix2Pix, and others.

A. Data Augmentation and Creating images through the use of Generative Adversarial Networks (GANs):
Generative Adversarial Networks (GANs) are highly effective for generating new data or images that closely mimic
real examples. They function by having two neural networks compete against one another:the generator, which creates
new data from random noise, and the discriminator, which attempts to differentiate between real data and generated
data.

Deep Convolutional GANs (DCGAN): DCGAN uses convolutional neural networks to enhance image generation
quality. It replaces traditional pooling layers with strided convolutions within the generator network and adds batch
normalization for stability. LeakyReLU activation function in the discriminator improves its performance. However,
DCGAN can suffer from mode collapse, where it generates limited varieties of images.

Vanilla GAN: The original GAN framework involves a simple generator and discriminator trained adversarially. The
generator creates images from noise, and the discriminator learns to classify them as real or fake. Training continues
until both reach a balance, creating realistic images.

Auxiliary Classifier GANs (ACGAN): ACGAN enhances GANs by including a classifier in the discriminator that
categorizes generated images into specific classes. This improves stability and allows for controlled generation of
images based on desired categories.

InfoGAN: InfoGAN focuses on learning disentangled representations in a non-supervised way. It optimizes the shared
information between latent variables and generated images, allowing for more interpretable and controllable generation
of images with specific attributes.

Progressive Growing GANs (PGGAN):PGGAN progressively generates higher-resolution images by adding layers,
starting from low resolution. This approach guarantees that both global structures and fine details are captured
effectively, resulting in high-quality, detailed images.

StyleGAN:StyleGAN builds on PGGAN by introducing techniques like adaptive instance normalization and style
mixing, providing greater control over the generated images' appearance. It produces diverse and high- quality images
with varied visual attributes.

Boundary Equilibrium GANs (BEGAN):BEGAN combines a discriminator-autoencoder architecture to maintain
balance between generator and discriminator during training. It focuses on minimizing the Wasserstein gap between

distributions, improving stability and image quality.

These advancements in GAN technology enable diverse applications such as data augmentation, image synthesis, and
creative editing, contributing significantly to artificial intelligence and computer vision fields.
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Metric Name Formula Studies

Inception Score (IS) exp (E; [KL (p(ylx) [| p(0))]) [83] [84] [85] [86] [87]

Accuracy (Acc) T [88] 89] [90] [91]

Dice Similarity Coefficient/Dice Score(DSC) 2,,,"-}% [92] [93] @4 [95] [96]

F-Score %&:‘"ﬁ% (97 ﬂ9_] [jJ 100]

F1-Score  emxRel [101] (102] [103] [104] {105]
Intersection Over Union (I0U)/Jaccard Index J1) 755 [106] [107] [108] [109]

Precision (Pre) T,”’W, [110] [111] [112] [113]

Recall (Rec)/Sensitivity (Sen) R [110] [111] [112] [113] [114] [115]
Specificity (Spe) LT (116] [117] [118] [119] [120] [121

TABLE-5. MetriC explanation :TP: true positive (where the model correctly predicts the positive class.), TN:
true negative (where the model correctly predicts the negative class.), FP: false positive(where the model
incorrectly predicts the positive class.),and FN :false negative (where the model incorrectly predicts the negative
class.)
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FIGURE 3. Taxonomy of Generative Adversarial Networks

B. IMAGE ENHANCEMENT, SUPER-RESOLUTION & RECONSTRUCTION

Super-Resolution Generative Adversarial Network (SRGAN): SRGAN improves image realism by adding
perceptual loss alongside adversarial loss. Unlike using mean squared error (MSE), which canincrease peak signal-to-
noise ratio (PSNR) but lose fine details, perceptual loss compares features from generated and real images. It's widely
used in medical imaging to enhance details in low-quality CT and MRIscans.

Minimum Squares Generative Adversarial Network: It uses a least-squares loss instead of traditional cross-entropy
for the discriminator. This approach avoids gradient vanishing problems and encourages the generator to produce more
realistic images. However, it can suffer from mode collapse, limiting image variety.

Category-based Generative Adversarial Network (CatGAN): CatGAN differs by using multiclass classification
instead of binary classification. The discriminator categorizes samples into predefined classes, even when uncertain
about their distribution. CatGAN is employed for tasks such as image classification but can struggle with effectively
clustering features from unlabeled data.
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These methods leverage GAN architectures to enhance image quality, improve resolution, and aid in medical image
reconstruction and classification tasks.

C. IMAGE-TO-IMAGE TRANSLATION, MULTIMODAL GANS

Pix2Pix (Pixel-to-Pixel GAN): Pix2Pix is a form of conditional GAN employed for transforming images from one
type to another, like turning a sketch into a realistic image. It involves two main parts:

. Generator: This takes an input image and aims to transform it into the desired output image.
. Discriminator: It checks if the generated output resembles real images from the destination dataset.

The generator learns to minimize differences between its output and real images, while the discriminator learns to tell
apart real and generated images. This process helps create accurate and realistic transformations.

CycleGAN (Cycle Generative Adversarial Network): CycleGAN is used for transforming images across two
separate domains without needing paired examples (like photos to paintings). It involves:

. Two Generators (G and F): Each converts images from one realm to the other (e.g., photos to paintings
and vice versa).
. Two Discriminators (Dx and Dy): These assess the authenticity of generated images compared to real

ones from their respective domains.

Both Pix2Pix and CycleGAN are powerful tools in image processing, useful in fields like medical imaging and artistic
style transfer, offering diverse applications by transforming images in meaningful and creative ways.

D. DISEASE PROGRESSION, REGRESSION & TIME-SERIES DATA

They are used in medical imaging to simulate how diseases progress or regress over time, creating realistic images.
One advanced type, the Relativistic GAN (RGAN), improves on traditional GANs by making the discriminator better
at distinguishing real from generated data. Techniques like incorporating inaccurate samples during training and using
point cloud upsampling (PU-GAN) help stabilize training and improve accuracy. These advancements aid in
forecasting disease progression, enhancing diagnostic capabilities in healthcare by creating images that closely imitate
genuine medical data.

Real or Fake Real or Fake

FIGURE 4. Schematic diagram of CycleGAN.

E. ADVANCED TECHNIQUES, ARCHITECTURES & SPECIALIZED GANS

Advanced Generative Adversarial Networks (GANs) like SAGAN and WGAN are tailored for medical imaging and
complex image generation. SAGAN enhances GANs by integrating self-attention, allowing it to capture global
dependencies in images efficiently. This improves detail reproduction in varied contexts, from humanposes to
super-resolution tasks. On the other hand, WGAN addresses GAN training instability by using Wasserstein distance
instead of traditional metrics like KL and JS divergences. This leads to smoother training andbetter convergence, crucial
for generating high-quality medical images with clinical relevance.
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FIGURE 5. SAGAN architecture.

F. IMAGE SEGMENTATION, REGISTRATION & ANOMALY DETECTION

Generative Adversarial Networks (GANs) represent effective in healthcare imaging for tasks like segmentation,
registration, and anomaly detection. Conditional GANs (cGANs) enhance traditional GANs byincorporating additional
information like class labels or data from different sources. This allows for controlled generation of diverse data
representations. cCGANs use a dual-network structure where both the creator and evaluator receive supplementary
information, enhancing their capacity to generate and classify images accurately. They're particularly useful for tasks
requiring image-to-image transformation, achieving high-quality image generation, and supporting tasks like
segmentation in medical and other datasets.

II. RESULT ANALYSIS

Result

FIGURE 6. Schematic diagram of CGAN.

Result analysis in GANs for medical imaging involves using metrics like SSIM, PSNR, accuracy, AUC, Dice
coefficient, MAE, ROC curve, IoU, and entropy to evaluate image quality, classification, segmentation precision, and
overall model performance. Recent studies highlight MMFGAN's strength in image registration with high SSIM, ED-
GAN's 96.25% accuracy in brain image classification, and MI-GAN's robust performance in chest CT classification.
T-GAN shows promise in abdominal MRI reconstruction with high PSNR and SSIM. These results underscore the
importance of dataset selection and tailored algorithmic approaches in advancing medical image processing.

CHALLENGES AND FUTURE RESEARCH DIRECTION
It pivotal in medical imaging for tasks like synthesis, segmentation, and anomaly detection. However, GAN training
optimization, aiming for the Nash equilibrium, faces challenges such as instability and mode collapse. Strategies like

Unrolled GANs and noise addition to discriminator inputs are explored to stabilize training and improve convergence.
Advanced algorithms and novel loss functions are under investigation to enhance GAN efficiency and robustness,
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crucial for achieving optimal performance in medical image generation and analysis.

Privacy concerns in medical imaging highlight the need for techniques like Asynchronized Discriminator GAN
(AsynDGAN), which protects patient data while generating realistic medical images. Establishing trust in generated
data involves integrating physics-based simulations and rigorous experimentation. Challenges persist in integrating
GANs with other domain models and handling multimodal medical images. Innovations in models like Transformers
show promise for enhancing GAN performance in tasks like semantic segmentation and lesion detection across
different imaging modalities.

Evaluation metrics for medical images pose challenges, with traditional metrics often inadequate for assessing
diagnostic relevance. Developing metrics that align with both objective quality measures and clinical relevance is
crucial. Addressing geometric correlations specific to medical imaging tasks remains a challenge, with ongoing efforts
focusing on architectures like Bi-GAN to handle complex geometric features effectively.

Interpretability issues and high training costs hinder widespread adoption of GANs in medical imaging. Combining
classical approaches using deep learning methods and leveraging advancements in hardware capabilities are promising
approaches. Collaborations between medical professionals and Al researchers are essential for developing GANSs that
optimize medical image analysis, augment diagnostic capabilities, and improve patient outcomes.
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III. CONCLUSIONS

Generative Adversarial Networks (GANSs) are pivotal in advancing medical imaging through enhanced image quality,
diagnostic accuracy, and dataset augmentation. Despite their benefits, there's a scarcity of comprehensive studies on
GAN applications in this domain. This comprehensive review examines current advancements, challenges, and future
research opportunities, serving as a vital resource for collaborative innovation in medical imaging.
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