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ABSTRACT: DNA sequences are the fundamental blueprints of life, holding the genetic instructions used in the 

growth, development, functioning, and reproduction of all known organisms and many viruses. The classification of 

DNA sequences is a critical task in bioinformatics, with applications ranging from medical diagnosis to evolutionary 

biology. This project aims to classify DNA sequences into various viral categories using advanced machine learning 

algorithms. By leveraging data from Kaggle, we employ techniques such as TF-IDF Vectorization, Counter 

Vectorization, and sequence padding to prepare the data for model training. The models used in this study include K-

Nearest Neighbors (KNN), Decision Tree Classifier (DCT), Random Forest Classifier (RFT), Multi-Layer Perceptron 

(MLP), and Long Short-Term Memory (LSTM). The Random Forest Classifier achieved the highest accuracy of 

99.67%. This document details the entire process, from problem identification to the implementation of the proposed 

solution, highlighting the methodologies, tools, and techniques employed. 

 

I.INTRODUCTION 

  
In the period of quickly progressing innovation, bioinformatics has developed as a essential field that coordinating 

biological information with computational strategies to reveal experiences that were already unattainable. Among the 

different errands in bioinformatics, DNA arrangement classification stands out due to its noteworthiness in 

understanding hereditary cosmetics, diagnosing infections, and creating medications. This extend centers on classifying 

DNA groupings into six viral categories: SARS-COV-1, MERS, SARS-COV-2, Ebola, Dengue, and Flu.  

 

The classification of DNA groupings includes analyzing the groupings and categorizing them based on their 

characteristics. This handle is pivotal for distinguishing pathogens, understanding their behavior, and devising 

procedures to combat them. Conventional strategies of DNA classification are frequently time consuming and require 

noteworthy skill. Be that as it may, with the approach of machine learning, it is presently conceivable to automate this 

handle, making it speedier and more exact.  

 

This extend utilizes datasets from Kaggle, a well-known stage for information science competitions and datasets. The 

datasets contain DNA arrangements from diverse infections, which are utilized to prepare and test distinct machine 

learning models. The models utilized in this consider incorporate K-Nearest Neighbors (KNN), Decision Trees 

Classifier (DCT), Random Forest Classifier (RF)), Multi-Layer Perceptron (MLP), and Long Short-Term Memory 

(LSTM). The Decision Tree Classifier(DTC) risen as the best show, accomplishing an exactness of 99.67%. 

  
II.OBJECTIVES 

  
1. To classify DNA arrangements into unmistakable viral categories utilizing machine learning calculations.  
2. To preprocess the DNA groupings utilizing methods such as TF-IDF Vectorization, Counter Vectorization, and          
arrangement cushioning.  
3. To assess the execution of distinct machine learning models in classifying DNA arrangements.  
4. To recognize the most precise, demonstrate for DNA grouping classification.  
5. To give a comprehensive investigation of the strategies, devices, and procedures utilized in the extend. 
 

III. LITERATURE SURVEY 

  
The report examines the body of knowledge regarding resume parser ,relevant studies on the following and analysed.  
1. An Approach to DNA Sequence Classification -2020 

2. DNA Sequencing using Machine Learning and Deep -2022 

3. A review of machine learning for DNA sequence -2022 
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4. A Deep Learning Approach for Viral DNA Sequence -2021 

5. Machine Learning in Bioinformatics: A Novel -2015 

6. Analysis of DNA Sequence Classification Using Machine Learning -2022 

7. Systematic Literature Review: Virus Prediction -2022 

8. Classification of DNA Sequences with k-mers -2021 

9. A Digital DNA Sequencing Engine for Ransomware 2021 

 

IV. METHODOLOGY 

  
1. Data Acquisition and Preprocessing: Extract DNA sequence data from credible sources like biological databases or 
institutions. Clean up the data to ensure consistency of the data; remove irrelevant data, treat missing values, and 
standardize format if necessary.  
 

2. Feature Extraction: Extract relevant features from the DNA sequences so that they can be applied in classification. 
Common techniques for the features extraction are methods for k-mer counting or their frequency calculations, or those 
sequence alignment methods targeting the identification of conserved regions or motifs.  
 

3. Feature Selection: Apply the relevant features to decrease dimensionality and increase effectiveness of classification 
models. The techniques for feature selection may include correlation analysis, PCA, or RFE.  
 

4. Choice of Model: A selection of ML algorithms is relevant to better fitting the nature of the problem and 
characteristics of a dataset in the case of DNA sequence classification. This involves decision trees, random forests, 
SVM(support vector machines), K-nearest neighbors, and deep learning models such as CNN(Convolutional Neural 
Networks) or Recurrent Neural Networks.  
 

5. Model Training: The selected ML models will be trained on the labeled datasets. The dataset will further be divided 
into a training set and a validation set that will be used to evaluate model performance during training. The hyper-

parameters will have to be tuned for better accuracy in classification by optimizing model parameters.  
 

6. Model Evaluation: Each model trained will be evaluated against relevant evaluation metrics to know their accuracy, 
precision, recall, F1-score, and area under the receiver operating characteristic curve. Cross-validation will be 
performed to check if the models are robust and have enough generalization capacity.  
 

V. TOOLS AND TECHNOLOGIES REQUIRED 

  
The report covers hardware and software requirements for the development of  resume parser:  
1.The programming language python  
2.Libraries  
 Sk-learn 

 Numpy  
 TensorFlow  
 Pandas 

 Keras 

3.Additional libraries based on the selected ML algorithms  
  
HARDWARE  
1.processor(up to 2.5 GHz)  
2.Graphics card (4GB + recommended)  
3. Memory (8GB+)  
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VI.RESULT 

 

 

 

 

 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.Accuracy Result 

 

2.Confusion Matrix 

 

VII. CONCLUSION 

  
The DNA Sequence Classification project has successfully developed a robust and efficient system for categorizing 
DNA sequences into various viral types using advanced machine learning and deep learning techniques. This project 
involved several critical phases, including data collection and preprocessing, model training and evaluation, system 
integration, and thorough testing. Each phase was meticulously executed to ensure the system met its objectives and 
provided accurate, reliable, and user-friendly functionality.  
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