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ABSTRACT: This paper seeks to explore which machine learning techniques would predict house prices because 

forecasting house prices has always been the most crucial challenge that real estate analysis has always been facing. 

The problem now stands on how one will use the algorithms of machine learning effectively for property valuation 

according to features like location, size, amenities, and so on. It compares the performances of different regression 

models: Linear Regression, Decision Trees, Random Forests, SVM, and Gradient Boosting Machines (GBM). The 

models were trained on a large sample of history property sales with features selected using feature importance 

analysis. From the above results, it is clear that the ensemble models such as Random Forest and Gradient Boosting are 

showing higher accuracy compared with the classical models like Linear Regression. The performance of the models is 

evaluated based on some metrics such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R². It 

could be concluded that machine learning approaches, especially ensemble methods, could be of significant help in 

enhancing house price predictions due to its great value to investors, real estate analysts, and developers. 
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I. INTRODUCTION 

 

In informing buyer, seller, and investor decisions, house price prediction plays an important role in the real estate 

market. Traditionally, estimates of prices were based on expert judgment and very basic statistical models. They often 

failed to capture the vast complexities of factors that affect housing prices or sometimes failed to fully factor in location 

or provision of amenities and subsequent economic trends, all resulting from the extensive heterogeneity of houses. 

However, by virtue of machine learning, such sophisticated and accurate predictive models have been created. Machine 

learning has great many advantages over the traditional methods in that large, high-dimensional datasets can be 

processed and high-order, intricate, non-linear patterns between variables may be revealed. Techniques such as linear 

regression, decision trees, random forests, support vector machines, and neural networks have been successfully 

applied to the house price prediction problem with improved predictive accuracy and flexibility. The application of 

various ML techniques in predicting house prices and outlining strengths, limitations, and practical considerations will 

be discussed in this paper 

 

II. METHODOLOGY 

 

This research employed regression model to analyze Boston housing datasets in order to predict the prices of houses 

based on the features that are in the datasets. The fundamental step taken for the implementation include data 

collection, data exploration which was used to understand the datasets and identify features in the dataset; data pre-

processing stage which was used to clean the dataset so as to make it suitable for model development. Afterwards the 

model was developed using the proposed random forest algorithm. 

 

2.2. Data Pre-Processing  

Data used for model training and testing must be analyzed properly so that the models learn to recognize patterns 

quickly. Numerical values were normalized, and categorical values were encoded separately. Once all data is explored 

and the most suitable features are prepared by using a heatmap, one has to pre-process those features. Normally, 

datasets have feature sets of different scales; it's why model performance would be lowered down. Scaling was done by 
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the function Standard Scaler contained in the Scikit-learn module of Python. This function assumes data to be normally 

distributed and scales it to have a mean of 0 and a standard deviation of 1. Then a linear regression plot, called regplot 

was drawn to see the correlation between features and the variable to be forecasted, MEDV. 

 

2.3. Model Development  

The proposed model was built using the random forest algorithm. The random forest was implemented using the 

RandomForestClassifier available in Python Scikit-learn (sklearn) machine learning library. Random Forest is a 

popular supervised classification and regression machine learning technique. It employs the concept of ensemble 

learning to solve complex problems by incorporating several classifiers to improve the model's accuracy. Random 

Forest is a classifier that averages the outcomes of multiple decision trees applied to various subsets of a dataset to 

improve the dataset's predictive accuracy. Rather than relying on a single decision tree, the random forest uses the 

projections from each tree to determine the final performance based on the majority of votes. The algorithm for the 

random forest is 

• Create an n-sample random bootstrap sample by selecting n samples at random from the training set. 

• At each node, build a decision tree using the bootstrap sample: a. Select d functions at random without 

replacement. b. Split the node using the attribute that offers the optimal split according to the objective function 

(e.g., optimizing knowledge gain). 

• Repeat steps 1-2 k times. 

• Combine predictions from each tree using a majority vote to determine the class name. 

The n-estimators parameter in the RandomForestClassifier is set to 500 to create 500 trees, enhancing accuracy and 

avoiding overfitting. Although more trees improve accuracy, they also increase training time. The bootstrap parameter 

is set to True to introduce variation into random forest subsets. Efficiency is improved by iterating the model several 

times and adding parameters during initialization. 

 

III. RESULTS AND DISCUSSION 

 

 3.1. Results of the Data Exploration Process To understand the dataset better, data exploration was carried out. Fig. 1 

show the distribution of the data in each of the features in the datasets. It shows the total count of the data, the mean, 

the standard deviation, the minimum value, 25%,50%,75% and the maximum value. From this, two data columns show 

interesting summaries. ZN (proportion of suburban property zoned for lots above 25,000 sq. ft.), with 0 representing the 

25th and 50th percentiles. Second, with 0 for the 25th, 50th, and 75th percentiles, CHAS: Charles River dummy vector 

(1 if tract borders river; 0 otherwise). Since both variables are conditional + categorical, these summaries make sense.  

 

 
 

Fig. 1 Data Distribution 
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The next exploration that was carried out is the generate the histogram of the data as shown in Fig. 2. 

 

 
 

The histogram reveals that the distributions of columns CRIM, ZN, and B are heavily distorted. Except for CHAS, 

MEDV has a regular distribution, while other columns show normal or bimodal distributions. The final stage of data 

exploration involves the correlation matrix, which displays the coefficients of correlation between variables. To 

visualize these correlations, a seaborn heatmap is used. Heatmaps use colors to represent data values, guiding viewers 

to the most important areas. Seaborn heatmaps are visually appealing and effectively convey data messages, making 

them a popular choice for data analysts and scientists. The heatmap generated is shown in Fig. 3. 

 

 
                                                                     

Fig. 3 Heatmap 

 

3.2. Testing the Proposed Model 

 After training the model with the training dataset, the next phase of the study is to test the predictive prowess of the 

model. This was achieved by removing the actual prices from the dataset and simulating the model to predict the house 

prices. The predicted and actual house prices were then combined together and the difference were computed. These 

are captured in Table 1. The results obtained revealed that, though exact prices were not predicted in some cases, the 

difference between the predicted value and the actual value were in the range of ±5.  
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Table 1. Actual Vs Predicted House Prices 

 

 
 

3.3. Performance Evaluation of the Proposed Model 

 After training and testing the model, performance evaluation metrics were used to get the performance of the model. 

These are the Mean Absolute Error (MAE), R² or Coefficient of Determination and the Root Mean Square Error 

(RMSE).After getting the performance of the model a scatter plot was generated to show the linear regression between 

the actual value and the predicted value from the model. 

 

 
                                                 

Fig. 4 Scatter Plot Real vs Predicted. 

 

IV. CONCLUSION 

 

Every year, house prices increase, making it important to have a way to predict future prices. Landowners, property 

valuers, and policymakers can use house price predictions to assess property value and determine fair sale prices. This 

also helps potential buyers decide when the right time to buy a home is. While the main factors that affect house prices 

are physical condition, style, and location, there are many other specific factors that can vary by region. Therefore, an 

effective prediction model must take these factors into account. This study highlights the effectiveness of the Random 
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Forest machine learning technique in predicting house prices, using the Boston Housing dataset. A comparison of the 

predicted and actual prices, shown in Table 1, demonstrated that the model's predictions were within a ±5 price 

difference, suggesting that it can accurately predict house prices. Additionally, other machine learning models, 

particularly deep learning models, could also be explored to further improve house price predictions. 
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