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ABSTRACT: Thoughts of other people have always been regarded as important information for most of us in case of 
making several decisions. In case of before the large spread of Web, when any one of the individual require making a 
decision then he or she asked for opinions taken from friends and families. When the organizations wish in order to 
find the opinions or reviews from the public regarding its services or products, it conducts opinion polls, several 
surveys. Now-a-days, lot of work is being carried out in case of opinion mining. One of them is opinion target 
extraction. In this case, the opinion targets were extracted and it is analyzed by using several methods. These methods 
will include the use of Word alignment mode. In order to find the confidence of each candidate graph which is based 
co-ranking algorithm have been used. In addition to this, the candidates having confidence which is higher than the 
threshold value were extracted as opinion word or opinion targets. When compared to the previous approach the 
syntax-based method is capable of giving correct results through elimination of parsing errors and can work on reviews 
which are in informal language. When compared to the nearest neighbor method, this method will give more precise 
results and it can find the relations present within a long span. Co-ranking algorithm is used to decrease the error 
propagation graph in order to collectively extract the opinion targets and opinion word. 
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I. INTRODUCTION 
 

The use of internet is increasing and the number of product reviews available on internet is increased and it is 
impossible for costumer to go through all these reviews, hence in order to express these reviews in the form of 
compress opinion the mining process is proposed. Based on these reviews the manufactures can also get lots of 
information regarding their products and accordingly they can improve their product. Consider an example: "This 
phone has a colorful and large screen, but its LCD resolution is very disappointing" In this reviewer has given a 
positive opinion regarding screen and also negative opinion regarding resolution, in order to find this we has to extract 
opinion target and opinion words from the reviews. The Opinion target is nothing but the object about which opinion is 
given and opinion word is words which will express the user opinion. In the above mentioned example "screen" and 
"LCD resolution" are considered as opinion targets and "colorful" "big" and "disappointing" are regarded as opinion 
words. Previous techniques will make use of Bootstrapping which jointly extract the opinion target and also opinion 
word e.g. "colorful" and "big" modifies screen in cell phone domain and they have the opinion relation then if we know 
that colorful is regarded as opinion word then we can extract the screen as opinion target and from that screen target we 
can extract big as its opinion word. The Limitations of this approach is that the Nearest neighbor rule will extract 
opinion word and also target within a limited window only. In case of Syntactic pattern, the drawback is that it can’t 
give the correct results when reviews are given in informal writing which are having grammatical errors and 
typographical errors. The Collective extraction which is used by most of the Bootstrapping methods has error 
propagation problem. In order to remove such type of drawbacks this paper has used the Word alignment model to 
mine relation among opinion word and target. 

 
 Eliminating the problem of error propagation, graph co-ranking is used for that purpose they have constructed 

opinion relation graph that models all opinion word or target and also opinion relations among them. Further random 
walk based co-ranking algorithm is used to estimate candidate’s confidence in a graph. Lastly, the candidates with 
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higher confidence than threshold were extracted. All nouns/noun phrases are assumed as opinion target and 
adjective/verbs are assumed as opinion words in case of graph co-ranking process. Monolingual word alignment model 
is used for capturing opinion relations and also partially supervised word alignment model is used additionally. Further, 
in order to fine confidence of each candidate they have used random co-ranking algorithm.  

 
To avoid irrelevant alignment, they have used few constraints such as:  
1) Noun or noun phrases should align with adjective or verbs or vice versa. Align with NULL means the word modifies 
or modified by nothing.  
2) Other types of unrelated words e.g. conjunction, prepositions and adverbs are aligned by themselves. 
 

II.SURVEY LITERATURE 
 

1) Z.HAi, K.Chang, J.Kim and C.Yang,” Identifying features in opinion mining through intrinsic and extrinsic domain 
relevance,”2014: In this, they have used number of syntactic dependent set of laws in order to produce list of candidate 
features taken from given review. Later, they will calculate domain relevance score for each feature candidate 
corresponding to domain independent and also domain dependent corpora which is extrinsic (called EDR) and intrinsic 
(called IDR) domain relevance score respectively. Lastly, the candidate with high EDR and also Low IDR are removed. 
In this paper, by making use of both intrinsic and extrinsic domain relevance values the superior opinion feature 
extraction results are obtained.  
 
2) K. Liu, H. L. Xu, Y. Liu, and J. Zhao, “The Opinion target extraction by using partially-supervised word alignment 
model,” 2013: In this, they make use of partially supervised word alignment model (called PSWAM) in mono-lingual 
scenario that mines opinion relations in sentences. In extent, co-ranking algorithm on graph is used in order to find 
confidence of each candidate and higher confidence extraction of candidate is done as opinion target. When compared 
to previous syntax-based methods PSWAM will give better result with the avoidance of parsing errors present in 
informal sentences in case of online reviews.  
 
3) Li, S. J. Pan, O. Jin, Q. Yang, and X. Zhu, “The Cross-domain co-extraction of sentiment and also topic 
lexicons,”2012: In order to extract topic lexicon the supervised methods were suitable but such type of methods will 
highly rely on manually labeled training of data. In this, the framework proposed will not require any of the manually 
labeled data. Initially, they generate very few high-quality sentiment and topic seeds present in a target domain 
afterworlds by making use of labeled source domain data and relationships among topic and sentiment words they will 
propose novel Relational Adaptive Bootstrapping algorithm (called RAP) that expands seed in the target domain. 
Bootstrapping will improve performance of classifier it is started with small set of labeled seeds by  addition of 
unlabeled data and iteratively retraining the classifier.  
 
4) GuangQiu, Bing Liu, Jiajun Bu, and Chun Chen, “The Opinion Word Expansion and Target Extraction via Double 
Propagation”, 2011: In this, they have used the list of opinion words i.e. opinion lexicon, as it’s very hard for 
maintaining universal opinion lexicon that covers all domains. Same word in one domain may be positive and in case 
of another domain it may be negative. Initial seed opinion lexicon is used so this method is regarded as semi-
supervised. This approach will propagate the information back and forth among opinion target and word so called as 
double propagation. In this new opinion target and words were extracted from the input opinion lexicon and the 
propagation continues until no new opinion words and target are present. Opinion word lexicon and review data are 
used as input to propagation algorithm, also used some type of predefined propagation rules which is based on relations 
for opinion target extraction. Further by using opinion target which prone to incorrect opinion targets and words were 
removed. 
 

III.SCOPE OF RESEARCH 
 

1) From opinion target extraction results, we see that the Ours PSWAM outperforms baselines in most domains, 
where the differences in F-measure are statistically significant (p < 0:05) in the ten of the twelve domains. From the 
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opinion word extraction results, we obtain similar observations. The differences in F measure are statistically 
significant (p < 0:05) in all twelve domains. Those indicate the effectiveness of our method. 

2) The methods based on word alignment models (Ours- WAM and Ours PSWAM) significantly improve the 
performance of other baselines (p < 0:05 in F-measure) in most domains, except for extracting opinion targets. 
 

IV.WORD ALIGNMENT MODEL 
 

The Word Alignment Model has proposed an approach by making use of partially-supervised alignment model, 
where opinion relations identification is regarded as an alignment process. In this, a graph-based co-ranking algorithm 
is used for the purpose of confidence estimation of each candidate. In extent, the opinion targets or opinion words were 
extracted based on the candidates with higher confidence. When compared to previous techniques, which used nearest-
neighbor rules, this model will capture the opinion relations for the purpose of long-span relations more precisely.  

 
Through word alignment an opinion target can find its corresponding modifier. The partially-supervised model of 

word alignment (called PSWAM) is employed. In a sentence, a portion of the links for the full alignment can be easily 
obtained. Thus, by making use of this the alignment model may be constrained and also better alignment results may be 
obtained. Syntactic parsing is used for obtaining the partial alignments. Though existing syntactic parsing cannot be 
precisely obtained the entire syntactic tree of informal sentences, some of the opinion relations may still be obtained 
precisely by using high-precision syntactic patterns. For determining alignments in sentences, in which the model will 
be consistent with the links as much as possible a constrained Expectation-Maximization (called EM) algorithm that is 
based on hill-climbing is then used. In this way, many of the errors induced by completely unsupervised WAMs can be 
corrected.  

 
Since the syntax-based methods have negative effects of parsing errors in case of informal online texts, this type of 

word alignment model will effectively alleviates the problem. Extraction of opinion targets or words may be considered 
as a co-ranking process. Particularly, an Opinion Relation Graph is constructed for the purpose of modeling all opinion 
target or word candidates and also the opinion relations between them. A co-ranking algorithm which is based on 
random walk is then proposed for estimating each candidate’s confidence present on the graph. During this process, 
high-degree vertices are penalized in order to weaken their impacts as well as to decrease the probability for a random 
walk which is going into unrelated regions present on the graph. In order to make collaborated operations on candidate 
confidence estimations during calculation on the prior knowledge of candidates for the purpose of indicating some 
types of noises and also incorporating them into ranking algorithm were made. Lastly, candidates with the higher 
confidence compared to the threshold were extracted.  

 
Particularly, the proposed model will obtain better precision due to the usage of partially supervised alignment 

when compared to unsupervised alignment. To decrease the probability of error generation, during estimating candidate 
confidence, vertices of higher-degree may be penalized in graph-based co-ranking algorithm. By considering additional 
types of relations among words, such as topical relations, in Opinion Relation Graph, will prove as beneficial to co-
extracting opinion targets and opinion words. 

 
V.    IMPLEMENTATION RESULTS 

 
Implementation results of this system showed a great way to maximize performance. Here are several results of the 
System which provides a better way to visualize the system. 
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Fig 1:Throughput Analysis 

 

 
 

Fig 1.2 : opinion target extraction 
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VI.CONCLUSION 
 

 A lot of research has been already done in the opinion mining field. The Opinion target extraction will particularly 
has a lot to explore. With several techniques to extract the opinion targets, this paper will describe the procedure for the 
same to provide an overview for each type of techniques. In case of double propagation method for improving precision 
of opinion target pruning methods working required to be done. For cross domain opinion target extraction, shallow 
semantic parsing can be used. In case of Word based translation model the syntactic information and knowledge of 
opinion words may be added. The joint inference technique may implement more powerful predictors and can handle 
more type of complex opinion relations. In case of word alignment model by considering additional type of relations 
among words will prove to be beneficial. For the purpose of single and cross domain setting performance of machine 
leaning algorithms can be investigated with this approach. In case of cross language opinion target extraction, the 
conditional random fields and co-training algorithms were used. This type of approach may be used for several target 
languages. 
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